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 ABSTRACT Diabetes is an ongoing condition in which a human being's blood glucose levels increase to 
unacceptably high levels. For the purpose of organizing the required treatments and avoiding the development of 
more severe diseases that this disease may bring on, diabetes should be detected as early as possible. In this study, 
diabetes is classified through the use of different models and to determine the most appropriate model that can be 
used for this problem. In this study, Logistic Regression, Multinomial Naive Bayes, And Multi-Layer Perceptron 
Algorithms are utilised as classification models. The Indian Pima Data Set is utilised to test these techniques. The 
preprocessing steps used in this study involve working with the noisy data, scaling of data using normalization, 
processing imbalanced data using the SMOTE approach, and using sequential backward selection technique (SBS) 
for features selection. The classification performances of techniques Logistic Regression, Multinomial Naive 
Bayes, and Multi-Layer Perceptron obtained by dividing dataset into 80% training dataset and 20% testing dataset 
are 74.5%, 78%, and 62%, respectively. This study has specifically solved the issues of under fitting and 
overfitting. 
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I. INTRODUCTION 
iabetes is a condition that arises from a deficiency, 
ineffectiveness, or insufficient production of the hormone 

insulin in the body. Chronic complications cause disruptions in 
carbohydrate metabolism and raise blood glucose levels. If 
diabetes is not treated, it can lead to numerous complications 
for the patient, including intense thirst, intense hunger, and 
frequent urination. Inadequate precautions and uncontrolled 
blood sugar have a negative impact, particularly on the vessels. 
The main organs and tissues that sugar damages permanently 
include our heart, brain, and leg vessels, as well as our eyes, 
kidneys, and nerve endings [1, 2]. Therefore, early diagnosis of 
diabetes is vital to prevent many damages. Medical studies 
have shown that the pathology of diabetes has recently gotten 
worse and does not typically stop. There are currently 537 
million diabetics worldwide, and just in 2021, 6.7 million 
people died from the disease [3]. The detection of diabetes can 
be made by human health experts as a result of manual 
examinations or by examining blood samples taken from 
patients with the help of a medical device in a laboratory 
environment. However, since diabetes is a disease that 

progresses without showing many symptoms, it may not be 
clearly diagnosed even by doctors who are experts in their field 
[4]. 

With technological developments, it has become possible to 
diagnose many diseases using intelligent and learning 
approaches. In this way, diagnosis of diseases and reporting of 
relevant examinations are completed in a shorter time, and as a 
result, the time spent by patients in the healthcare institution is 
reduced [5]. Nowadays, large investments are being made in 
smart hospital projects in many countries. This application both 
relieves the density in healthcare institutions and reduces the 
amount of labor required by automating the system. 
Approaches based on machine learning and data mining are of 
great interest for the detection, management, and other related 
clinical treatment of diabetes. The early diagnosis diabetes 
disease is greatly helped by computer-aided expert systems 
built on machine learning [6, 7]. This paper aims to apply data 
mining techniques to early detect diabetes. 

When compared to the studies in the literature, thanks to the 
variety of methods used in the exploratory data analysis stage 
of this study, resolving the problem of missing values, 
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determining and fixing of the outliers values, and imbalances 
in the dataset were determined, making the dataset more 
suitable for classification models. When there is a large gap in 
the data, normalization is used to rescale the data so that it falls 
within a smaller range. It serves to enhance the efficiency and 
reliability of machine learning model [8].  

In the second part of this study, a literature summary is 
given by referring to the studies in the literature. In the 3rd 
section, the approaches used within the scope of the study, the 
data set and the preprocessing carried out until the stage of 
making the data set suitable for the models to be applied are 
discussed. In the 4th section, the experimental results of the 
study are mentioned. Finally, in the 5th section, the study is 
concluded by giving the results of the study. 

II. LITERATURE REVIEW 
Today, one of the most important areas of use of technological 
innovations is the sector of health. Artificial intelligence 
technologies are among the frequently preferred techniques   to 
increase efficiency in the area of health, to carry out treatment 
planning on time, and to diagnose diseases accurately and 
quickly [9]. The employing of artificial intelligence and data 
mining methods for the automatic identification, diagnosis, and 
self-management of diabetes has been extensively studied in 
the literature. In the literature, many studies conducted on the 
dataset known as “Pima Indians Diabetes” [10], and these 
studies aim to predict the diabetes through data mining 
techniques. Joshi and Shetty [11] made performance 
comparisons on this data set using the Bayesian approach, 
Naive Bayes, J28, Random forest, Random tree, REP, KNN, 
CART and associative rule learning algorithms. On the Pima 
diabetes dataset, Kumar et al. [12] utilised the Deep Neural 
Network technique, an unsupervised learning method, for 
effective diagnosis. They also used a feature selection model 
packaged with Extra Trees and Random Forest for selecting 
important features. The model performed well in comparison 
to other recent techniques, with an accuracy of 98.16%.  

Mujumdar and Vaidehi [13] examined several machine 
learning methods for diagnosing diabetes using the PIMA 
diabetes dataset. When compared to the other machine learning 
methods that were being employed, linear discriminant 
analysis had highest accuracy of 77%. In a comparative study, 
Cihan et al. [14] used K-Nearest Neighbor, Logistic 
Regression, Gaussian Naive Bayes, Support Vector Machine, 
Artificial Neural Network, Random Forest, and Decision Tree 
models. The 10-fold cross validation approach was used to 
evaluate the models. It was found that the Logistic Regression 
model produced the best results. As the performance criteria of 
the model, precision, sensitivity, ROC and PRC values were 
measured. These values are 0.76, 0.77, 0.83 and 0.83, 
respectively. 

Another study using the same dataset is Chang et al. [15]. 
They used J.48, Naive Bayes and Random Forest algorithms in 
their diabetes classification study based on machine learning 
algorithms. In this study, researchers examined the results of 
the models without feature selection, depending on three-factor 
and five-factor feature selection, for examining the effect of 
feature selection on classification models. Among the 
algorithms used in the study, they observed that the Random 
Forest algorithm gave better results than the other two 
algorithms and models subjected to feature selection, with an 
accuracy rate of 79.57% when it was not subjected to feature 
selection. 

For the purpose of diagnosing diabetes, Farajollahi et al. 
[16] compared the effectiveness of the decision tree, XGBoost, 
random forest, logistic regression, AdaBoost, and SVM. They 
clarified that among the other models, AdaBoost has the 
highest accuracy (83%). Sneha and Gangil [17] focused on the 
features selection that are involved in the early prediction of 
diabetes. They aimed to identify the important features and find 
the most appropriate machine learning classifier that provides 
the closest result to clinical results. According to this study, 
Decision tree and Random Forest had the best specificity with 
98.20% and 98.00%, respectively. Naive Bayes offered the best 
accuracy with 82.30%. 

Kumar et al. [18] developed Deep Neural Network 
classifier for classification. They stated that the model used 
gave better results than the studies in the literature with an 
accuracy rate of 98.16%, but the computation time was the 
main limitation of the study, therefore, in future studies, 
optimization studies for the computation time and studies on 
improving the computation time would make the study more 
effective. Ahmed et al. [19] used SVM and ANN to predict the 
diagnosis of diabetes. In comparison to previous published 
papers, their model accuracy was greater at 94.87%. Another 
study examining classification algorithms for diabetes using 
the “Pima Indians Diabetes” dataset was conducted by 
Karegowda et al. [20]. In this work, a hybrid model was built 
by combining decision tree C4.5 and k-means clustering 
techniques. The correct classification rate of the hybrid model 
run in two stages was found to be higher than the classification 
rate obtained using only the decision tree C4.5 method. 

As can be observed, there are several studies on machine 
learning-based diabetes prediction in the literature. This article 
discusses the efficiency of the classifier algorithms for the early 
diagnosis of Pima diabetes dataset. 

III. METHOD 
A. DATA 
This study used the Indian Pima dataset to predict diabetes. It 
is available on the general public at the UCI ML Repository. 
The PIMA dataset originally became available by the National 
Institute of Diabetes and Digestive and Kidney Diseases. The 
patients in this dataset were all older than 21 and all female. 
The dataset, which has 768 cases and 8 variables, includes 
information on age, blood pressure, pregnancies, skin 
thickness, glucose, insulin, and BMI [21]. Features of the Pima 
dataset are shown in Figure 1. 
 

 

Figure 1. The features of Pima dataset 
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B. INITIALIZING AND PREPROCESSING DATA 
The pima dataset has passed through several steps of 
exploratory, analysis, and preprocessing before feeding it to the 
training and testing phase for diagnosing diabetes. These steps 
can be summarized as follows:  

1. Dataset Overview 
This step provides statistical description and data type for 

every feature of dataset. Figure 2 shows the statistical 
description with data type of dataset features. 
 

 

Figure 2. Statistical Information and data type of Pima dataset 
features  

2. Exploratory Data Analysis 
Analysis of the dataset was done in regard to the two 

variables of gender and age. The patients were all female and 

over the age of 21, as was already mentioned. The frequencies 
of ages in the dataset are illustrated in Figure 3. 

 

 

Figure 3. The frequencies of ages into dataset 

3. Feature Exploration - Statistic Approach 
The outliers and missing values were identified in this step. 

There are no missing values in the dataset. The elimination 
resolved the issue with outliers in each feature. The missing 
values and outliers in the Pima dataset are illustrated in Figures 
4 and 5. 

 

 

Figure 4. The missing in Pima dataset 
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Figure 5. The outliers values in Pima dataset 

 
4. Feature Selection  
The optimal subset to represent the original dataset is 

chosen through the procedure of feature selection. It selects the 
top k features from a total of n features in the dataset by 
evaluating each feature with regard to the method being used 
[22]. By selecting the most significant and valuable attributes 
for the relevant problem, feature selection aims to reduce the 
dimensionality in the dataset. 

The features that are most important are chosen in this study 
using the sequential backward selection (SBS) technique. The 
sequential backward selection (SBS) algorithm was first 
proposed by Marill and Green (1963). Unlike the sequential 
forward selection method, this algorithm operates in the reverse 
direction. Initially considering the entire feature set, a feature 
is dropped from the set at each step. in a way that optimizes the 
criterion function value of the current feature  

subset. The removal process is repeated until the desired 
feature size is reached. The method in which n features are 
eliminated instead of one at each step is called Generalized 
Backward Selection. During the selection process, once the 
feature(s) are removed from the set, they cannot be included 
again. This causes the methods to give sub-optimal results [23]. 

The most important features obtained using SBS algorithm 
were ['Glucose', 'BMI', 'Age', 'Pregnancies']. 

5. Imbalance Data Handling 
A class is considered to be the majority class if it contains 

more observations in a dataset than the other class. In other 
words, if the observations in a database for a given class is less 
than that of the other class in the same database, the class is 
considered to be a minority class. Such datasets are called 
imbalanced datasets [24]. imbalanced datasets can be 
encountered in a wide range of practical applications, including 
medical diagnosis. In this work, the oversampling method 
using SMOTE technique used to address the issue of 
imbalanced data in Pima dataset.  

Oversampling aims to equalize the class distribution by 
multiplying minority class data, as shown in Figure 6. Random 
oversampling is done by randomly multiplying the minority 
data and adding it to the original dataset. This method is simple, 
but it has been suggested that exact duplicates can lead to 
overfitting [25].  

The most commonly used oversampling method is the 
SMOTE (Synthetic Minority Oversampling Technique) 
approach [26]. Unlike random sampling, this method creates 
synthetic data by analyzing existing minority data. SMOTE 

can't perfectly represent how the original samples were 
distributed.  Byh7in the new synthetic samples. Therefore, the 
performance of the classifier may be impacted by the errors in 
the distribution of data when utilizing SMOTE-based 
oversampling techniques. This will increase the probability that 
the samples will be misclassified [27]. Figure 7. Shows the 
distribution of Pima dataset classes in original dataset, under-
sampling, and over-sampling. 

 

 

Figure 6.  Oversampling dataset 

 

 

Figure 7. Under-sampling, and Over-sampling of Pima dataset 
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C. CONSTRUCTION MODELS 
The dataset is submitted to the machine learning algorithms to 
classify patients after completing the data initializing and 
preprocessing described in the previous section. Three methods 
were used in this study to complete this task.  

1. Multinomial Gaussian Naïve Bays 
The NB method is a common probabilistic algorithm which 

estimates a set of probabilities by calculating the frequency and 
combinations of values in a dataset. The method simply applies 
Bayes' theorem and makes the assumption that every variable 
is independent of a specific class variable value. Although the 
method often learns rapidly in a various controlled 
classification tasks, the conditional independence assumption 
is rarely true in practical implementations [28]. The 
mathematical expression for Bayes' theorem is given in Eq. 1. 

 
P(H\D)=  (P(H)P(D\H))/(P(D)),            (1)  

 
where, the probability of occurrence of event H when the 
probability of occurrence of the event D is known is P(H\D). 
The significant benefit of NB is that it needs not much measure 
of training data. In supervised machine learning, the 
mathematical expression is represented in Eq. 2. 
 

i n i
i

P(H\D)=P(x ,………,x H )= P(x H ),         (2)                                                                                        

where, 𝑥𝑖 ,… , 𝑥𝑛 represent the input attributes that the 
conditional probabilities compute according to the known 
probabilities of the target variables in the training dataset. 

One popular approach for predicting diabetes is the 
Multinomial Naive Bayes classifier. It is built on the concepts 
of Bayes' theorem and supposes that given the class (diabetes 
or not diabetes), the features in the diabetes dataset are 
conditionally independent. It is computationally effective and 
frequently works well in practice in spite of this simplifying 
assumption. The Multinomial Naive Bayes classifier is used 
when the data follows a multinomial distribution [29]. 

2. Logistic Regression 
Logistic regression analysis is one of the methods applied 

to assign observations to groups in the data set. In statistics, 
logistic regression is a technique utilized to classify two-class 
variables [30]. The relationship among a set of independent 
variables and a categorical dependent variable is represented by 
a curve in logistic regression, which measures the probability 
that a given event will occur [31]. While independent variables 
may have continuous or categorical values, the dependent 
variable must be categorical. The use of logistic regression is 
appropriate for models that concentrate on binary results. such 
as success or failure, yes or no, healthy or unhealthy, etc. in the 
decision-making situation of an event, rather than the time of 
occurrence of the events. Logistic regression assigns these 
categorical values as 1 if "Yes" and 0 if "No" [32]. The sigmoid 
function is typically used in logistic regression to obtain binary 
output probabilities based on one or more factors and to choose 
the most suitable parameters. The sigmoid function (σ) and the 
sigmoid function input (z) are shown in Eq. 3 below [33]. 
 

(z)=1/(1+e^(-z) ),                                 (3)  

 
where, zϵR and 𝞂(z)ϵ(0,1) 

 

 
Figure 8. Sigmoid Function 

3. Multi-Layer Perceptron Algorithm 
Multi-Layer Perceptron MLP is a feedforward neural 

network that contains one or more layers between the input and 
output layers. Every neuron in the layers is connected to each 
neuron in the adjacent layers. The structure of an artificial 
neuron is shown in Figure 9. The neuron calculates the 
weighted sum of n inputs, adds a threshold value, and then uses 
an activation function to the result to calculate the output 
[34, 35]. 

 

i 0S= x w ,                         (4)iw   

 
Y=f(s),                      (5)  

 
The activation function known as the sigmoid is the most 

popular and is defined by Eq. 3. The effectiveness of the neural 
network model depends on the nonlinearity of this function 
[36]. Additionally, the function scales the output to the range 
[0-1]. 

 

 
Figure 9. Artificial neuron 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 
The classification performances of all models are discussed 

in this section. The classification performance of the models 
was evaluated using the metrics accuracy, precision, recall, and 
f1-score. According to the confusion matrix values (Fig.10) 
obtained from each algorithm, these metrics [8, 36] are given 
in equations. 6 to 9 [37]. 

 
Accuracy=  (TP+TN)/(TP+TN+FP+FN),      (6)  

Recall=  TP/(TP+FN),                             (7)  

Precision=  TP/(TP+FP),                           (8)  



 Emad Majeed Hameed et al. / International Journal of Computing, 24(4) 2025, 763-770 

768 VOLUME 24(4), 2025 

Recall)  (Precision

Recall) * (Precision
*2_


measureF .           (9) 

where, TP = True Positive, FP = False Positive, TN = True 
Negative, FN = False Negative. The results obtained from the 
machine learning algorithms with Pima dataset are given in 
Tables 1 to 6. 

Table 1. Evaluation metrics of Multinomial Naive Bayes 
algorithm on training dataset 

 
0 1 accuracy macro 

avg. 
weighted 

avg 
‘Precision’ 0.605 0.664 0.626 0.635 0.634 
‘Recall’ 0.761 0.487 0.626 0.624 0.626 
‘f1-score’ 0.674 0.562 0.626 0.618 0.619 
‘Support’ 406 394 0.62625 800 800 

Table 2. Evaluation metrics of Multinomial Naive Bayes 
algorithm on testing dataset 

 
0 1 accuracy macro 

avg. 
weighted 

avg. 
precision 0.567 0.699 0.615 0.632 0.639 
recall 0.766 0.481 0.615 0.624 0.615 
f1-score 0.652 0.569 0.615 0.611 0.608 
support 94 106 0.615 200 200 

Table 3. Evaluation metrics of Logistic Regression 
algorithm on training dataset 

 
0 1 accuracy macro 

avg. 
weighted 

avg. 
precision 0.739 0.751 0.745 0.745 0.745 
recall 0.768 0.721 0.745 0.745 0.745 
f1-score 0.754 0.736 0.745 0.745 0.745 
support 406 394 0.745 800 800 

Table 4. Evaluation metrics of Logistic Regression 
algorithm on testing dataset 

 
0 1 accuracy macro 

avg. 
weighted 

avg. 
precision 0.760 0.820 0.79 0.790 0.792 
recall 0.809 0.774 0.79 0.791 0.790 
f1-score 0.783 0.796 0.79 0.790 0.790 
support 94 106 0.79 200 200 

Table 5. Evaluation metrics of Multi-Layer Perceptron 
algorithm on training dataset 

 
0 1 accuracy macro 

avg. 
weighted 
avg. 

precision 0.793 0.774 0.783 0.784 0.784 
recall 0.776 0.792 0.784 0.784 0.784 
f1-score 0.785 0.783 0.784 0.784 0.784 
support 406 394 0.784 800 800 

Table 6. Evaluation metrics of Multi-Layer Perceptron 
algorithm on testing dataset 

 
0 1 accuracy macro 

avg. 
weighted 

avg. 
precision 0.780 0.789 0.785 0.784 0.785 
recall 0.756 0.811 0.785 0.783 0.785 
f1-score 0.768 0.800 0.785 0.784 0.785 
support 94 106 0.785 2000 200 

 

 

 

Figure 10. Confusion matrix of machine learning algorithms 

The tables above present the classification results for the 
methods Multinomial Naive Bayes (MNB), Logistic 
Regression (LR), and Multi-Layer Perceptron (MLP) achieved 
by dividing the dataset into 80% training dataset and 20% 
testing dataset. The algorithm MLP, which achieved accuracy 
of 78% on the training dataset and 78.5% on the testing dataset, 
offered the best classification performance. The algorithm 
logistic regression LR, which has accuracy of 74.5% on 
training datasets and 79% on testing datasets, has the second-
highest performance in classification. The technique of 
multinomial naive Bays (MNB) placed third with performance 
accuracy of 63% on the training dataset and 62% on the testing 
dataset. 

V. CONCLUSIONS 
Early diagnosis of diabetes is essential for managing a healthy 
life as the condition is an ongoing disease characterized by 
unusually high blood glucose levels. In this study, the 
performances of classifiers Multinomial Naive Bayes, Logistic 
Regression, and Multi-Layer Perceptron for early diagnosis of 
this disease are discussed. As a result, the MLP technique 
performed better than other classifiers, with 78% classification 
accuracy. This classifier misclassifies 88 out of 394 positive 
samples and 88 out 406 negative samples in the training dataset 
in experiments that divided the Pima dataset into 80% training 
dataset and 20% testing dataset. While in the test dataset, this 
classifier incorrectly labels 21 out of 94 negative samples and 
23 out of 106 positive samples. The differences in results of 
studies that used the same dataset can be related to different 
dataset preprocessing procedures or different hyper parameter 
tuning of the models. The dataset analysis and preprocessing in 
this study helped to clean the dataset and produce the best 
results. The future studies might focus on selecting the most 
important features of the disease and conducting experiments 
based on optimization algorithms. 
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