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 ABSTRACT Brain tumors are the most dangerous diseases today. Brain tumors have come second among the 
diseases that cause the most deaths in the world. Conventional techniques used to diagnose brain tumors are time-
consuming and prone to error. Transfer learning algorithms have also been used to detect brain tumors and are still 
being used extensively. After studying the previous research paper, we found two shortcomings. First of all, in 
most of the work, researchers modified a particular Convolutional Neural Network, which found only the features 
of that Convolutional Neural Network, and the second one mostly worked on a single-class detection, which means 
that the model will detect whether the given input image is tumorous or not. However, these models are not able 
to identify the multiclass tumors. Keeping both these things in mind, in this research paper, we have introduced a 
hybrid multilabel classifier model in which ResNetV2 and EfficientNetV2B3 have been combined to get their best 
features with ImageNet weights. Combining ResNetV2 (the best Residual Convolutional Network for multilayer 
and multiclass classification) and EfficientNetV2B3 (the best Convolutional network for faster calculation) helped 
us to deploy a faster multilayered classifier model. The last 30 layers of both have been trained accordingly, and 
16 custom layers have been included. The dataset contains 3 types of tumor images (glioma, meningioma, and 
pituitary) and non-tumor images. The model was trained with 4569 human Brain MRI images and then validated 
with 1143 images.  The model was tested on 1311 images, and its performance was measured for multiclass tumors. 
The overall accuracy of the presented model was measured at 100% during training and 99.1% during testing, 
which shows that our model works very accurately. As a multiclass classifier, it achieved maximum accuracy 
value, maximum recall value, maximum precision value, and maximum F-1 score value of 99.1% (all classes), 
100.00% (Pituitary and No tumor classes), 100.00% (No Tumor class), and 100.00% (No Tumor Class), 
respectively. 
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I. INTRODUCTION 
he advancement of Machine Learning tools and the 
accurate prediction of huge data values in just a few 

seconds made the routine of human beings more comfortable. 
The advanced techniques of artificial intelligence have made 
every area of human life, like houses, entertainment, safety, 
comfort, health, education [1], and daily life very convenient 
[2]. Apart from this, they are playing an important role in many 
areas like the stock market, business, education, medical, 
robotics, hotels, etc. Very good work on machine learning 
usability and applicability in the diagnosis of many medical 
diseases is shown in [3] These advanced techniques have 
completely cured many dangerous diseases in the medical field 
like heart disease [4], diabetes [5], pancreatic cancer [6], 

coronavirus [7], Breast cancer [8], skin cancer [9] and many 
more, and are playing a huge role in many of these problems. 
Brain tumor is a type of disease that starts due to unnecessary 
or uncontrolled growth of tissues in the brain of a human being, 
and if it is not controlled or eliminated properly by this age, it 
can take the form of a terrible brain cancer.  It is difficult to 
control it, especially if it is found out in the last stage. The 
World Health Organization has classified brain tumors into 4 
grades after observing their presentation, in which lower-grade 
tumors are considered non-dangerous and curable, but high-
grade tumors are considered cancerous and are very difficult to 
cure [10]. Identifying a brain tumor using basic medical 
techniques and making its timely diagnosis is a matter of 
concern, and the possibility of error in its measurement cannot 

T



 Neelam Khemariya et al. / International Journal of Computing, 24(2) 2025, 377-386 

378 VOLUME 24(2), 2025 

be ruled out. Keeping all these issues in mind, we have 
presented a very innovative and refined technique based on 
faster models and the superiority of transfer learning, which can 
classify and evaluate brain tumors efficiently, with very low 
error chances. The present research is specifically designed to 
classify and identify three types of brain tumors: glioma tumor, 
meningioma tumor, and pituitary tumor. Glioma tumors are 
cancerous and they belong to the group of malignant tumors, 
which is why they are difficult to cure. Meningioma tumors are 
included in the group of benign tumors, hence, the chances of 
curing them are very high. Pituitary tumors are a group of 
benign tumors and are not dangerous, so the chances of curing 
them are very high. 

II. BRAIN TUMOR BASICS 
Any undesirable widening inside the tissues of the brain is 
designated as a tumor in the brain. Every type of tumor in the 
brain comes under the category of brain contusion. However, 
every contusion in the brain is not necessarily a tumor in the 
brain [11]. A specific type of contusion in a particular damaged 
tissue of the brain area is known as a brain lesion. It is not 
always true that a tumor in the brain is cancerous or further after 
a long time it can be converted into cancer. Due to its origin, a 
Brain tumor can be further categorized in two ways – primary 
(origin is brain) or metastatic (origin is any part of the body 
other than the brain. Tumors originating from the tissues inside 
the brain can be further subcategorized as cancerous, 
designated as Malignant, or non-cancerous, designated as 
Benign. Cancerous and non-cancerous tumors of the brain have 
a long taxonomy, described and classified based on their effect, 
range, possibility, symptoms, age range, vulnerability label, 
cure, and many more factors.  As per the fatality level of these 
tumors, the WHO designated them into four categories – Grade 
I, II, III, and IV. Grade I category tumors have a fatality level 
of 0 or much less, while Grade IV category tumors have the 
highest fatality level, and they are 99.9% cancerous [12].   

Some common symptoms can be spasms, expatriating, 
headache, numbness, immobility, reeling, unsteadiness, 
modification to sight, variation in views, insensibility, 
perplexity, fugue, or dullness [13]. Although the causes are 
unknown, some possible reasons causing the tumor may be 
obesity, stoutness, no history of herpes varicella, a person 
getting older, genetic, or different dangerous birth syndromes, 
radioactivity, Neurological disorders, or some other kind of 
cancer. The diagnosis initially passes through some 
neurological observations, including basic tests such as blood 
tests or neurological examinations. Further detailed 
examination can be done through CT scan, Brain MR imaging 
techniques, or Endomicroscopy [14]. If the results of the 
diagnosis are positive, then Treatment needs to be started 
immediately, so that it can be cured in the early stage. Some 
possible initial level treatments include surgical procedures and 
high-capacity X-ray radiation, while later-stage treatments can 
be achieved via Chemotherapy or advanced Laser Interstitial 
Thermal therapy.  

III. PREVIOUS WORK 
In [15], a new technique, merging threshold and region-based 
segmentation with the convolutional neural network, by which 
tumor and non-tumor areas can be distinguished very easily. 
Some advanced pre-processing imaging techniques have been 
used to make this technique even more effective. To prove the 
applicability of this work, a meaningful performance 

benchmark, Dice coefficient, has been used, whose values are 
57% for CNN, and 87.8% for region-based segmentation, while 
the highest measured is 99% for threshold-based segmentation.  
[16] defined a new technique combining two-dimensional U-
Net and YOLOv5 and applied it to BTF datasets, which is very 
effective in identifying different types of tumors and figuring 
out the affected area. The BRATS2018 datasets have been 
utilized here to specifically identify glioma tumors and have 
been fine-tuned before use to achieve more accurate results. In 
[17], A new method is presented that includes a mini-batch K-
means approach with K-means approach for effective and 
faster tumor segmentation. By applying some special 
operations such as dilation, erosion, denoising, and linear 
transformations on the images present in the dataset, the dataset 
has been made more capable of getting more accurate results. 
An Investigation of brain tumors by different types of tissue 
classes is done in [18], covering the various types of tumors 
with their gradings. The model made 87% accurate predictions 
in detecting the type of tumor, 97% in terms of tumor grading, 
86% in terms of glioma margin, while a 91% accurate 
prediction was made for IDH mutation. The Authors in [19] 
have developed an attention-based U-shaped CNN using the 
BRATS2021 datasets, whose complexity is much less than 
previously available models. In the Dice score benchmark, the 
model scores 91%, 93%, and 94% for enhancing tumor, core 
tumor, and whole tumor, respectively. A very dangerous brain 
tumor occurring in children is called glioblastoma, which can 
even lead to death if not treated in time. A technique based on 
the self-organizing map has been proposed in [20]. To increase 
the effectiveness of the model, maximum and minimum image 
rationalization techniques have also been added. The model has 
been successful in achieving an accuracy of 98%. An approach 
has been presented using Global Transformer Networks [21], 
covering the detailed information of the tumor to detect smaller 
or larger lesions. The dense layer of neurons shaped like a few 
English letters and responsible for forming new memories is 
known as the Hippocampus.  Sometimes during the treatment 
of brain tumors, radiation can also affect the Hippocampus, 
which can cause the person to remember things, learn, and 
remember the path, orientation, or location. In [22], an AI-
based encoder-decoder architecture has been used, which 
works in the post-operative region and resolves the issue of the 
Hippocampus. If the brain tumor is detected in its early stages, 
the chances of saving a person's life by treating it are very high. 
Keeping this in mind, a T-shaped biosensor has been designed 
in [23] by considering a new material approach in which silver, 
gold, and bismuth are used as resonators and machine learning 
techniques as executors. In [24], the authors have developed the 
ResUNet++ 3D model using the BRATS2019, BRATS 2020, 
and BRATS 2021 datasets. The ResNet50 is used as an 
encoder, while Convolutional Transpose layers are used as a 
decoder. The model can detect both high-grade and low-grade 
gliomas. Notable work was achieved in [25] using DconV 
Transformers and multilayer attenuation to achieve the 
accuracy of the correct prediction as 98.63%. Authors in [26] 
use a combination of VGG 19, Inceptionnetv3, and 
mobilenetv2 to achieve an accuracy of effective classification 
of 98.58%.  Authors in [27] use SVM for effective 
classification while achieving only 96% prediction accuracy, 
96% of the F1-score, and a recall parameter of 96%. Authors in 
[28] use KNN and Mask R-CNN and achieved 96% prediction 
accuracy, 93% of the F1-score, and a recall parameter of 93%.  
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IV. MATERIAL AND METHODS 
Here, we have presented the methodology of the suggested 
work. The proposed work contains the approach for 
segmentation and categorization of brain tumors deployed on 
the MRI brain dataset using the transfer learning approach. The 
suggested flow of the model is shown in Figure 1 below: 
 

 

Figure 1.  Flow of the Proposed Approach.  

A. DATA COLLECTION 
The dataset considered here is a freely available public dataset. 
This dataset is the fusion of three well-known public datasets – 
Br35H, Figshare, and SARTAJ. The dataset contains 7023 
samples of human Brain MR Imaging. In 7023 images are 
initially classified into two types of samples – first training data 
samples and second testing data samples. This dataset includes 
4 types of images which 3 types of images are tumor images 
(pituitary tumor, glioma tumor, and meningioma tumor), and 
the remaining images represent no tumor images. In the 
training sample, there were 1457 images of pituitary tumors, 
1321 images of glioma tumors, 1339 images of meningioma 
tumors, and 1595 images of healthy means no tumor (total 
5712). Similarly, in testing sample data, there were 300 images 
of pituitary tumor, 300 images of glioma tumor, 306 images of 
meningioma tumor, and the remaining 405 images of no tumor 
(total of 1311).  Because there were no image samples for 
validation in the dataset, we divided the original training 
samples into two parts. The first part contains the training 
samples, which contain 80% of the images of the first training 
sample (total of 4569 images), which are used for training, and 
the second part contains the validation samples, which contain 

20% of the images (total 1143 images) which he used for 
validation. Figure 2 represents this new reshaping of datasets. 
 
 

 

Figure 2.  Dataset used for Testing and Training.  

B.  IMPROVEMENT USING PRE-PROCESSING 
TECHNIQUES 
We have 4 classes whose labels represent glioma tumor, 
meningioma tumor, pituitary tumor, and no tumor. For 
experimental analysis, we have taken an input image size of 
224, processed in 100 epochs with a batch size of 10. We have 
divided the training image dataset into two parts in the ratio of 
80% and 20%, in which the first part is used for training and 
the second part is used for validation. It is believed that medical 
analysis, especially of brain tumors, can be done better on 
grayscale images, so we have converted the images in our 
dataset into grayscale images. All these images were collected 
from different sources, so we have resized the images so that 
images appear to be of the same size. In Figure 3 below, we 
have shown a sample of grayscale images of all 4 types of 
classes.  
 

 

Figure 3.  Representation of Grayscale Images Before 
CLAHE.  

 
We used some image quality enhancement pre-processing 

techniques here. We removed noise from images (image 
denoising) because noisy images can also be responsible for 
wrong predictions. For image denoising, we used the 
fastNlMeansDenoisingColored method. To enhance the 
contrast, a very popular equalization technique, Contrast-
limited adaptive histogram equalization, also known as 
CLAHE for short, has been used. two important parameters, 
clipLimit and titleGridSize used in CLAHE. clipLimit is used 
to set the threshold value of the contrast limit, while 
titleGridSize is used to set the number of titles in a row and 
column. Finally, we normalized these images. The 
normalization can be achieved by putting the range of these 
images between 0 and 1, by dividing every image by 255, 
separately, because the grayscale images lie in the range of 0 to 
255. Figure 4 shows the Representation of Grayscale Brain 
MRI Images after applying CLAHE. 
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Figure 4.  Representation of Grayscale Images After CLAHE.  

C.  FORMATION OF MODEL 
To achieve a level of prediction and accurate classification in 
the brain tumor task, we have utilized two convolutional neural 
networks as a base network and derived a hybrid model from 
them. The reason behind taking 2 convolutional neural 
networks is to utilize the best features of both models and create 
a better model that is very effective and has a low probability 
of error. The first CNN we have taken is EfficientNetV2B3, 
which is a faster convolutional neural network. It has 384 layers 
and is used for faster and more accurate processing. More 
information on EfficientNetV2 can be obtained from [29]. The 
second model we took is ResNetV2, which has 564 layers and 
is a residual neural network used to access deep features [30]. 
To prepare the hybrid model, we have fine-tuned the last 30 
layers of both CNNs and then added 16 custom layers, which 
contain 1 input layer, 6 dense layers, 6 dropout layers, 1 output 
layer, and 2 Conv Layers, to enhance the performance of the 
model. To build the hybrid model, we have used 
EfficientNetV2B3 and ResNet152V2. For this, initially, we 
have connected the inputs from both these CNNS and applied 
a global averaging pooling layer on the output obtained from 
this, so that by computing the average value of all channels, 
every channel can be mapped to a single value. And after this, 
we have applied Dense Layer, Batch Normalization, 
Activation, and dropout layers, respectively, repeatedly on the 
output obtained so that our model can be ready as per our 
requirement. The weights are adjusted from ImageNet due to 
its prompt performance [31]. The schematic diagram of our 
model is shown in Figure 5.  
 

 

Figure 5.  Schematic Diagram of the Proposed Hybrid Model.  

Initially, we apply batch normalization, which is used to 
normalize the images by applying the RELU [48]. We applied 
the SoftMax activation function on the FCC layer for prediction 
and classification purposes. The entire process of fine-tuning 
our base model, a hybrid model, has been prepared, and its 
summary is shown in Fig. 6. This model requires 444.51 MB 
of memory to load 116,525,108 parameters. The trainable 

parameters are 20,463,736, and 78.06 memory is used to load 
them. Non-trainable parameters are 55,133,898, which used 
210.32MB of memory to load. Additionally, it has 156.13 MB 
of memory to load 40,927,474 optimizer parameters. 
 
 

 

Figure 6.  Summary of the Hybrid Model. 

 

D.  MODEL OPTIMIZATION AND AUGMENTATION 
A popular optimizer, Adam, is used for optimization purposes, 
with a learning rate of 1e-4, and the loss value is calculated 
using a popular loss function, i.e., categorical cross-entropy. 
Input is passed in batches of 10 for effective processing, for a 
total number of 100 epochs. The accuracy is obtained by setting 
the effective Accuracy matrix. Optimization parameters are 
required for the optimization and performance enhancement of 
the model [32]. Optimization parameters and their adapted 
values are shown in Figure 7. The number of samples increased 
by applying augmentation techniques to the dataset. To make 
our model more effective, we applied these augmentation 
techniques randomly [33]. The augmentation is achieved by 
various techniques such as limited rotation of 20 degrees, a 
slide shift of 0.2 in width and height, zooming by 20 percent, 
distorting the image by 20 percent using shear transformation, 
and taking the background as black by setting fill mode as 
constant. Augmentation techniques adapted and their values 
taken are shown in Figure 8. 
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Figure 7.  Summary of Optimizer Parameters.  

 

 

Figure 8.  Summary of Data Augmentation Parameters.  

Figure 9 shows the effect of data augmentation methods – 
Rotation, Width Shift, Height shift, Shear, and Zoom applied 
on grayscale images. 

 

 

Figure 9.  Effect of Data Augmentation on Grayscale Images. 

V. TRAINING AND TESTING 
A. TRAINING PHASE 
To perform our experiments, we used Google Colab Pro +, 
which processes very fast due to its background processing 
capability and is capable of giving results very quickly. For 
this, we used NVIDIA's Tesla T4 GPU, which is commonly 
known as the T4 GPU. The use of 25 GB capacity RAM helped 
in completing this experiment even faster. The total time taken 
to maintain the model was 6318.80 seconds, while the initial 
and final system memory usage statuses were 28784.277 MB 
and 35360.9765 MB in sequence.  

The Proposed model is trained using a Batch size = 10 and 
an epoch size = 100.  The validation of training is achieved 
through a confusion matrix, which is based on True Positive, 
False Positive, True Negative, and False Negative [34]. 
Benchmarks considered for performance are Accuracy, F1 
Score, Recall, Precision, Weighted Average, and Macro 
Average [35]. The performance of the model, using the 
following formulae: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝐹𝑁 + 𝑇𝑃 + 𝐹𝑃
,                              (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
,                                      (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑇𝑃𝑅) =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
,                              (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑃𝑉 ∗ 𝑇𝑃𝑅

𝑃𝑃𝑉 + 𝑇𝑃𝑅
,                            (4) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑇𝑁𝑅) =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
.                           (5) 

 
In Figure 10, we have displayed the confusion matrix of 

training. The confusion matrix is generated based on the 
support of 1033 Glioma tumor samples, 1092 meningioma 
tumor samples, 1158 pituitary tumor samples, and 1286 non-
tumor samples. 

 

 

Figure 10.  Confusion Matrix for Training Data for 4569 MRI 
Images.  

The classification report is generated from the Confusion 
matrix, as shown in Figure 11. Our Training classification 
report shows that the proposed model has 100% accurate 
precision, 100% accurate Recall, and 100% accurate F1-score 
for glioma tumor samples. It has 100% accurate precision, 
100% accurate Recall, and 100% accurate F1-score for non-
tumor image samples. It has 100% accurate precision, 100% 
accurate Recall, and 100% accurate F1-score for Pituitary 
tumor samples. the proposed model has 100% accurate 
precision, 100% accurate Recall, and 100% accurate F1-score 
for glioma tumor samples. It achieves 100% accuracy in 
precision, 99% accuracy in recall, and 100% accuracy in F1-
score for meningioma tumor samples. It also shows a 100%  
value of the macro average and a 100% value of the weighted 
average for 4569 support samples. The Multiclass ROC curve 
is framed between the TPR and the FPR positive rate in Figure 
12. In the AUC-ROC curve, AUC curve means Area Under the 
Curve, and ROC means Receiver Operating Characteristics. 
AUC-ROC Curve is used to measure the performance of the 
model based on its TPR and FPR. The value of the AUC-ROC 
curve lies between 0 to 1, and the closer it is to 1, the higher the 
classification performance of the model. If its value is 1, it 
means that the model can do 100% accurate classification, but 
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if its value is 50%, then we cannot trust the model at all because 
in this case, it is classifying randomly. In our AUC-ROC curve, 
we can see that its value is almost equal to 1, which means our 
model can accurately assess 

 

Figure 11.  Training Classification Report based on Confusion 
Matrix 

 

Figure 12.  Training Data Multiclass AUC-ROC Curve.  

The Loss Curve Graph, plotted between Loss and number 
of  Epochs, is plotted in Figure 13. The graph between Training 
and Validation Accuracy is framed in Figure 14. 

 

 

Figure 13.  Training and Validation Loss Representation. 

 

Figure 14.  Training and Validation Accuracy Representation. 

B.  TESTING PHASE 
After completion of training and validation, testing is achieved 
on the 1311 training samples taken from the same dataset.  The 
Testing valuation confusion matrix is represented in Figure 15. 
The confusion matrix is generated by considering the support 
of 300 Glioma tumor specimens, 306 meningioma tumor 
specimens, 300 pituitary tumor specimens, and 405 no-tumor 
specimens. 
 

 

Figure 15.  Confusion Matrix for Testing Data. 

The classification report is produced from the Confusion 
matrix represented in Figure 16. Our Testing classification 
report shows that the proposed model has 99% precision, 98% 
Recall, and 98% F1-score for 300 support samples of Glioma 
tumors.  It has 100% precision, 100% Recall, and 100% F1-
score for 405 support samples of no tumors. It has 98% 
precision, 97% Recall, and 98% F1-score for 306 support 
samples of Meningioma tumor. It has 99% precision, 100% 
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Recall, and 99% F1-score for 300 support samples of Pituitary 
tumors. Our Model achieved 99% Accuracy on a total of 1311 
support samples. It has a value of 99% for macro (avg) and 
weighted (avg) for Precision, Recall, and F1-score on 1311 
support samples.  
 
 

 

Figure 16.  Classification Report based on Testing Confusion 
Matrix.  

 
 
We have tested our model for different labels as shown in 

Figure 17. The results show that the proposed model is correct 
in predicting the case of multiclass classification. 

 
 

 

Figure 17.  Model Showing Accurate Prediction.  

VI. MODEL PERFORMANCE AND COMPARATIVE 
ANALYSIS 
Comparative analysis was obtained by considering various 
benchmarks. Initially, we have compared our proposed model’s 
training and testing results based on various performance 
benchmarks, we have calculated. In Table 1, we have compared 
based on the final values of these parameters, and as one can 
see, there is not much difference between the values of 
parameters in both training and testing, proving how accurately 
our model is working.  In Table 2 we have compared based on 
individually the types of brain tumors and non-tumor values for 
all parameters and as one can see in the case of No tumor 
images our model is 100% accurately predicting as all the 
performance parameters are 100%, while for other cases, i.e.; 
tumor classes it is 99% predicting accurately (see weighted 
average and macro average). 

Table 1. Comparison of Testing and Training results 
obtained for the proposed model regarding various 

performance benchmarks 

Metric Training Values 
Obtained 

Testing Values 
Obtained 

Accuracy 99.9 99.1 

Precision 99.9 99.0 

Recall (Sensitivity) 99.9 99.0 

F-1 Score 99.9 99.0 

Average 
Sensitivity 

99.9 99.0 

Average 
Specificity 

100.0 99.6 

 

Table 2. Multiclass Comparison of Testing and Training 
results obtained for the proposed model regarding various 

performance benchmarks 

Class Parameter Precision Recall F-1 
Score 

Support 

Glioma-
Tumor 

Training 100.0 100.0 100.0 1033 

Testing 99.0 98.0 98.0 300 
No-Tumor Training 100.0 100.0 100.0 1286 

Testing 100.0 100.0 100.0 405 
Meningioma 

Tumor 
Training 100.0 99.0 100.0 1092 

Testing 98.0 97.0 98.0 306 
Pituitary 
Tumor 

Training 100.0 100.0 100.0 1158 

Testing 97.0 100.0 99.0 300 
Weighted 
Average 

Training 100.0 100.0 100.0 4569 

Testing 99.0 99.0 99.0 1311 
Macro 

Average 
Training 100.0 100.0 100.0 4569 

Testing 99.0 99.0 99.0 1311 

 
Now comparison is achieved with the existing approaches 
based on the types of tumor and parameters taken, including 
support values. In the case of a Glioma tumor (Table 3), our 
model has better precision (99%) and Accuracy (99%) with 
maximum support values. Others have less or equal support 
value as compared to the proposed model. In the case of a 
Meningioma tumor (Table 4), our model dominates as it has all 
the performance parameters better than others. In the case of a 
Pituitary tumor (Table 5), our model has better recall (100%) 
and Accuracy (99%) with maximum support values. In the case 
of a No tumor (Table 6), our model again dominates as it has 
all the performance parameters better than others with 
maximum support values.  

Table 3. Multiclass Comparison of Testing Results 
(Glioma) 

# Year Precis
ion 

Recall 
(Sensitivit

y) 

F1- 
Scor

e 

Accurac
y 

Suppor
t 

[36] 2021 93.4 94.4 - 97.85 190 
[37] 2024 99.0 96.0 97.0 98.20 127 
[38] 2024 99.0 94.0 96.0 98.0 300 
[39] 2023 99.0 98.67 99.1

9 
99.0 286 

[40] 2023 96.0 99.0 98.0 98.0 266 
Proposed  99.0 98.0 98.0 99.1 300 
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Table 4. Multiclass Comparison of Testing Results 
(Meningioma) 

# Year Precis
ion 

Recall 
(Sensitivit

y) 

F1- 
Scor

e 

Accurac
y 

Suppor
t 

[36] 2021 92.3 92.4 - 97.6 490 
[37] 2024 97.0 95.0 96.0 98.20 123 
[38] 2024 94.0 96.0 95.0 98.0 405 
[39] 2023 96.55 96.54 96.5

5 
99.0 142 

[40] 2023 97.0 93.0 95.0 98.0 152 
Proposed  98.0 97.0 98.0 99.1 306 

 

Table 5. Multiclass Comparison of Testing Results 
(Pituitary) 

# Year Precis
ion 

Recall 
(Sensitivit

y) 

F1- 
Scor

e 

Accurac
y 

Suppor
t 

[36] 2021 90.9 88.0 - 96.96 140 
[37] 2024 96.0 99.0 97.0 98.20 126 
[38] 2024 97.0 99.0 98.0 98.0 300 
[39] 2023 97.42 98.45 97.9

3 
99.0 186 

[40] 2023 100.0 99.0 100.
0 

98.0 195 

Proposed  99.0 100.0 99.0 99.1 300 

 

Table 6. Multiclass Comparison of Testing Results (No 
Tumor) 

# Year Precis
ion 

Recall 
(Sensitivit

y) 

F1- 
Scor

e 

Accurac
y 

Suppor
t 

[36] 2021 88.0 92.1 - 95.44 170 
[37] 2024 97.0 99.0 98.0 98.20 68 
[38] 2024 100.0 100.0 100.

0 
98.0 306 

Proposed  100.0 100.0 100.
0 

99.1 405 

 
 

We have also compared the performance results of the 
developed model with other existing models based on the 
various benchmarks (Table 7). We had previously 
experimented with EfficientNet and ResNet on the same 
dataset and measured their performance using popular 
parameters. The results of which are also shown in Table 7. 
However, the results obtained by EfficientNet and ResNet 
individually were not that influential. Therefore, we combined 
both these networks to utilize their best features and developed 
a hybrid model whose performance is better than the individual 
performances of both these models. Table 7 is used to show the 
overall performance of our proposed model. This table contains 
the overall maximum accuracy, Recall, F1-score, and Precision 
achieved by our proposed model and the comparative analysis 
of the proposed model with the other existing models on the 
basis of these performance parameters, to represent the status 
of our model. Our model is giving excellent results as 
compared to all the other models, on different performance 
parameters. We have also shown the performance of our model 
in cases when we implemented it with ResNet and EfficientNet 
individually, and our hybrid model performed better in all 
aspects.  

Table 7. Comparison with Existing Approaches Based on 
Performance Parameters 

 
Our model performs better in 3 out of 4 parameters: 

Accuracy, F1 Score, and Precision, while in the remaining 1 
parameter, Recall, there is only a slight difference, which is 
only in a few decimal values. These comparative results show 
that our model is an accurate model that can efficiently classify 
different types of tumor images (multi-class tumor images) and 
non-tumor images, and gives accurate results. Generally, 
CNNs are extremely cost-efficient as their computational cost 
is very low. Hence, they are used a lot in the case of image 
segmentation. Here, our purpose was to develop a lightweight 
model, so we have used CNNs. Generally, the results of CNNs 
are very good and fast with small datasets. However, currently, 
some novel techniques like vision transformers are also being 
used. These transformers have the potential to give good 
performance when trained with large datasets. However, their 
computational cost is high due to consuming more resources 
and time in the training process, and their data dependency 
becomes high when trained with smaller datasets, and also 
requires a lot of data augmentation techniques. However, their 
performance in solving complex problems with large datasets 
is higher than CNNS in many ways. In the future, we will try 
to make our model even more efficient by further enhancing 
our datasets and using these transfers. 

VI. CONCLUSIONS 
Brain tumors can attack people of any age, whether old, young, 
or child. If a brain tumor is detected early, it is possible to treat 
it, otherwise, later it turns into cancer, which is difficult to cure 
and the chances of survival of the patient are very low. Deep 
Learning technology and its innovative derivative transfer 
learning play a vital role in the medical field due to its 
important characteristics like pure and faster measurement, 
efficient calculation, and accurate results. We have introduced 
a new and innovative transfer learning model in which two 
popular convolutional Networks have been combined so that 
our hybrid model contains their best features. The first CNN 
we have taken is EfficientNetV2B3, which has 384 layers and 
is used for faster and more accurate processing. The second 
CNN is ResNetV2, which has 564 layers and is a residual 
neural network used to access deep features. We have fine-
tuned the last 30 layers of both CNNs and then added 16 custom 
layers. The proposed model achieved maximum accuracy 
value, maximum recall value, maximum precision value, 

# Year Accuracy 
(%) 

Recall 
(%) 

F1- 
Score 

Precision 

[27] 2024 96.03 96.03 96.0 96.02 
[28] 2024 96.0 93.00 93.0 93.0 
[41] 2024 98.99 99.16 96.52 96.52 
[42] 2024 92.0 92.0 92.0 92.0 
[43] 2023 96.47 95.0 - - 
[44] 2022 98.91 99.0 98.57 98.28 
[45] 2024 98.0 98.0 98.0 98.0 
[46] 2023 93.3 91.19 - - 
[47] 2022 93.74 92.1 92.0 92.0 
[48] 2023 96.68 98.0 97.0 97.0 
[37] 2024 98.20 97.0 97.0 97.0 
[38] 2024 98 99.0 97.0 97.0 
[39] 2024 99.0 99.13 98.73 98.73 
[40] 2023 97.7 98.0 98.0 98.0 

ResNet  95.88 98.24 96.99 97.75 
EfficientNet  97.73 96.55 98.75 96.95 

Proposed  99.1 99.0 99.0 99.0 



Neelam Khemariya et al. / International Journal of Computing, 24(2) 2025, 377-386  

VOLUME 24(2), 2025 385 

maximum F-1 score value, and average specificity value of 
99.99%, 99.99%, 99.99%, 99.99%, and 100% respectively 
during training. While during testing it achieved maximum 
accuracy value, maximum recall value, maximum precision 
value, maximum F-1 score value, and average specificity value 
of 99.1%, 99.00%, 99.00%, 99.00%, and 99.6% respectively. 
In the case of comparing multi-level classification (Glioma 
Tumor, Meningioma Tumor, Pituitary Tumor, and No Tumor), 
the proposed model achieved a maximum accuracy value of 
100%, maximum recall value of 100%, maximum precision 
value of 100%, and maximum F-1 score value of 100% for all 
four classes, during training. While during testing it achieved 
maximum accuracy value, maximum recall value, maximum 
precision value, and maximum F-1 score value of 99.1% (all 
classes), 100.00% (Pituitary and No tumor classes), 100.00% 
(No Tumor class), and 100.00% (No Tumor Class), 
respectively. We have also compared this model with recent 
existing models developed to solve the same issue. These 
comparisons show that this model obtained ultimate results in 
computing accurate results, F-1 score calculation, and precision 
level compared to all the other recently existing models. In this 
model, we have used publicly available datasets collected from 
trusted sources, and to reduce the computational cost of the 
model, we have used Google Colab Pro+, through which we 
have achieved faster GPUs, faster RAM, and faster processing 
at a very low cost. Also, the accuracy of our model is 99%, 
which shows that this is a highly accurate model and the chance 
of error in it is only 1%, hence, it can be used very efficiently 
in clinical applications. 

In the future, we will make further improvements in our 
model using some other advanced augmentation techniques, 
such as MixUp, CutMix, or RandAugment come under the 
category of mix augmentations, to extend its performance 
to another level. We will also try to extend our model to larger 
datasets and will use some other advanced techniques, such as 
Swin Transformer or Vision Transformers, and increase 
the number of performance parameters, such as prevalence, 
ERR Rate, so that their performance can be enhanced and 
analyzed at a more detailed level. 
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