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 ABSTRACT This study showcases the practical application of the Box-Jenkins model, specifically ARIMA, to 
predict forthcoming values of a short-term economic indicator in the Republic of Kazakhstan. Data extracted from 
the Bureau of National Statistics website, covering the period from January 2009 to July 2021, served as the 
foundation for this analysis. Leveraging the Python programming language, the authors constructed the ARIMA 
model and conducted thorough time series analysis to uncover temporal patterns within the data. Validation of the 
model's performance was carried out using data from August 2021 to July 2022. The article presents a 
comprehensive methodology for model development, encompassing data preprocessing, parameter estimation, and 
model evaluation stages. Emphasis is placed on the necessity of regular data updates to uphold the accuracy of 
forecasts, underscoring the practical significance of this study within the domain of time series modeling and 
forecasting methodologies. As a result, using the constructed model, future values of the series were obtained and 
a comparison of the predicted values with real data was carried out. To check the error, the mean absolute error in 
percent (MAPE) was calculated, which was 7.2%. Checking the residual errors showed that the residuals have a 
normal distribution. This research contributes valuable insights into the application of advanced statistical 
techniques for economic forecasting, particularly in dynamically evolving contexts like Kazakhstan's economy. 
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I. INTRODUCTION 
 forecast is a prediction of some future event or events. 
Forecasting is an important problem that covers many 

areas [6-9], including business and industry, public 
administration, economics, environmental sciences, medicine, 
social sciences, politics and finance. Most forecasting tasks 
involve the use of time series data [5, 11-14]. 

A time series is a time-oriented or chronological sequence 
of observations of a variable of interest. The velocity variable 
is collected at regular intervals, as is usually the case in most 
time series and forecasting applications. Many business 
forecasting applications use daily, weekly, monthly, quarterly 
or annual data. For example, the total sales volume of a product 
during a month; or it could be statistics that somehow reflect 
the activity of a variable over a period of time, for example, the 
daily closing price of a particular stock on a stock exchange. 
The reason forecasting is so important is that forecasting future 
events is an important contribution to many types of planning 
and decision-making processes. 

II.  STATE-OF-THE-ART 
ARIMA is a type of model known as the Box-Jenkins method. 
Short for "Autoregressive Integrated Moving Average", is a 
forecasting algorithm based on the idea that information in past 
values of a time series can only be used to predict future values. 
The ARIMA model is becoming a popular tool that data 
scientists use to predict future demand [1, 7, 10, 16, 26]. The 
Box-Jenkins approach starts with the assumption that the 
process that generated the time series can be approximated 
using the ARIMA model. The process of forecasting according 
to the Box - Jenkins method consists of the following three 
stages: 

1. Identification: Evaluate whether the time series is 
stationary, and if not, how many differences are required 
to make it stationary. Determine the parameters of the 
AR and MA model for the time series. 

2. Estimation: Using this data to train model parameters 
(i.e., coefficients). 
3.  Diagnostic verification: Evaluation of the selected 
model in the context of available data and verification of 
the area where the model can be improved. 

A
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Thus, ARIMA is a powerful forecasting tool that enables 
time series analysis and supports informed decision-making 
based on its predictions. 

III.  STATIONARY TIME SERIES 
Definition. A time series is called stationary (in a broad sense) 
if 

1. E(xt)=const (the average is constant over time);  
2.  cov(xt , xt+h) = γ(h) (the covariance depends only on the 

lag h). 
The concept of a stationary time series means that its 

average value does not change over time, i.e., the time series 
has no trend. In addition, the covariance between different 
elements of a time series (as between random variables) 
depends only on how far they are from each other in time. The 
value h, which characterizes the time difference between the 
elements of the time series, is called a lag variable or lag. Since 
[4] 

 
𝛾(0)  =  𝑐𝑜𝑣(𝑥௧ , 𝑥௧)  =  𝑉𝑎𝑟(𝑥௧) , (1) 

 
then the variance of the stationary time series also does not 
change with time.  

Let us consider the main models of stationary time series: 
 Moving average model MA (Moving Average); 
 Auto regression model AR (Auto Regression); 
 General mixed ARMA auto regression-moving 

average model. 
For the convenience of representing various models, the 

(formal) lag operator L is often used: 
 

𝐿(𝑥௧) ≝ 𝑥௧ିଵ. (2) 
 

𝐿ଶ(𝑥௧) = 𝐿൫𝐿(𝑥௧)൯ = 𝐿(𝑥௧ିଵ) = 𝑥௧ିଶ. (3) 
 
Therefore, 

 
𝐿௞(𝑥௧) = 𝑥௧ି௞, (4) 

 
and formally put 𝐿଴(𝑥௧) = 𝑥௧ . 

Let us start right away with the general view of the ARMA 
(p, q) model 
 

𝑥௧

= 𝜇

+ ෍ 𝜙௝𝑥௧ି௝ + 𝑢௧

௣

௝ୀଵ

+ ෍ 𝜃௦𝑢௧ି௦

௤

௦ୀଵ

   𝑢௧~𝑊𝑁(0, 𝜎௨
ଶ),

𝜙௣, θ୯ ≠ 0 

(5) 

 
We write using the lag operator L: 
 

𝑥௧ = 𝜇 + ෍ 𝜙௝𝐿௝𝑥௧ + 𝑢௧ + ෍ 𝜃௦𝐿௦𝑢௧ .

௤

௦ୀଵ

௣

௝ୀଵ

 (6) 

 

ቌ1 − ෍ 𝜙௝𝐿௝

௣

௝ୀଵ

ቍ 𝑥௧ = 𝜇 + ൭1 + ෍ 𝜃௦𝐿௦

௤

௦ୀଵ

൱ 𝑢௧   (7) 

Now we introduce two polynomials of degree p and q: 
 

𝜙(𝑧) = 1 − ෍ 𝜙௣𝑧௣;

௣

௝ୀଵ

 
(8) 

 

𝜃(𝑧) = 1 + ∑ 𝜃௦𝑧௦ =
௤
௦ୀଵ 1 + 𝜃ଵ𝑧 + 𝜃ଶ𝑧ଶ +

⋯ + 𝜃௤𝑧௤ . 
(9) 

 
Then the model can be formally written as 
 

ϕ(L)x௧ = μ +  θ(L)u୲. (10) 
 
𝜙(L)𝑥௧  is called the autoregressive part of the ARMA model, 
θ(L)𝑢௧ – part of the moving average. The ARMA model defines 
a stationary series ⇐⇒ the stationarity condition is met: all the 
roots of the autoregressive polynomial 
 

𝜙(𝑧) = 1 − 𝜙ଵ𝑧 − ⋯ − 𝜙௣𝑧௣ (11) 
 
Let us consider special cases of the general ARMA model: 

• MA (q) = ARMA (0, q) – moving average model; 
• AR (p) = ARMA (p, 0) – the auto regression model. 

Model MA (q) (q – lag order): 
 

𝑥௧ = 𝜇 + 𝑢௧ + 𝜃ଵ𝑢௧ିଵ + ⋯ + 𝜃௤𝑢௧ି௤ ,

𝑢௧~𝑊𝑁(0, 𝜎௨
ଶ), 𝜃௤ ≠ 0. 

(12) 

 
The time series takes into account only external shocks up 

to the order of q. The model sets a stationary series 𝑥௧ under 

any circumstances ൛𝜃௝ൟ
ଵ

௤
, because φ(z) ≡ 1 has no roots 

[15]Помилка! Джерело посилання не знайдено.. Using 
the lag operator, it can be written as 

 
𝑥௧ = 𝜇 + 𝜃(𝐿)𝑢௧ . (13) 

 
Function 
 

𝜌(ℎ) = 𝑐𝑜𝑟𝑟(𝑥௧ , 𝑥௧ା௛), (14) 
 

is called the autocorrelation function (ACF) of a stationary time 
series. It is obvious that it is also an even function of the lag 
variable and p (0) = 1. For the autocorrelation coefficient, it is 
obvious: 
 

𝑐𝑜𝑟𝑟(𝑥௦ , 𝑥௧) = 𝜌(𝑠 − 𝑡). (15) 
 

For an arbitrary stationary series, there is a limit to the 
autocorrelation function 

 
lim

௛→ ±ஶ
𝜌(ℎ) = 0. (16) 

  
This means that as the time lag increases, the elements of 

the time series become "less correlated". This can be 
interpreted as follows: with the growth of time t, the time series 
"forgets its past states", because 𝑐𝑜𝑟𝑟(𝑥௦, 𝑥௧) = 𝜌(𝑠 − 𝑡) → 0, 
t → +∞, if s fixed [12]. 

As for ACF, p (h) = 0 at |h| > q, i.e., the series "forgets" past 
values with lags greater than the order of the model. 
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The AR model of order p has the following form: 
 

𝑥௧ = 𝜇 + 𝜙ଵ𝑥௧ିଵ + ⋯ + 𝜙௣𝑥௧ି௣ + 𝑢௧ ,

𝑢௧~𝑊𝑁(0, 𝜎௨
ଶ), 𝜙௣ ≠ 0. 

(17) 

It can be seen that the current value in this model depends 
on the past values before the p lag and on the current external 
shock [10]. 

Using the lag operator, the model can be written as 
 

 𝜙(𝐿)𝑥௧ = 𝜇 + 𝑢௧ . (18) 
 

Along with the autocorrelation function, a partial 
autocorrelation function (PACF) is also considered, which is a 
particular correlation coefficient between the levels of a time 
series 𝑥௧ and 𝑥௧ା௛ with the exclusion of the influence of 
intermediate levels 𝑥௧ାଵ, … , 𝑥௧ା௛ିଵ. 
 

𝜌௣௔௥௧(ℎ) = 𝑐𝑜𝑟𝑟(𝑥௧ , 𝑥௧ା௛|𝑥௧ାଵ, … , 𝑥௧ା௛ିଵ) 
 

(19) 

Obviously, 𝜌௣௔௥௧(0) = 1, 𝜌௣௔௥௧(1) = 𝜌(1). And the 
peculiarity of the particular autocorrelation function is that 
 

𝜌௣௔௥௧(ℎ) = 0 при |ℎ| > 𝑝 и 𝜌௣௔௥௧(𝑝) = 𝜙௣. (20) 

III.  NON-STATIONARY TIME SERIES 
A.  DIFFERENTIATION OF THE SERIES 
In order to move to a stationary series, the differentiation 
operation is often used. The operation of differentiation or the 
first finite difference of a series is denoted as 
 

∆𝒙𝒕 = 𝒙𝒕 − 𝒙𝒕ି𝟏 = (𝟏 − 𝑳)𝒙𝒕, (21) 
 
where L is the lag operator. 

The idea is to consider its increment in one period instead 
of the original series. 

Second-order differentiation: 
 

∆ଶ𝑥௧ = ∆(∆𝑥௧) = 𝑥௧ − 2𝑥௧ିଵ + 𝑥௧ିଶ. 
 

Differentiation of arbitrary order: 
 

∆ଶ𝑥௧ = ∆(∆௞ିଵ𝑥௧).  
 

Using the lag operator, we can formally write 
 

∆ଶ𝑥௧ = (1 − 𝐿)ଶ𝑥௧ = (1 − 2𝐿 + 𝐿ଶ)𝑥௧ 
 

and in the general case 
 

∆𝒌𝒙𝒕 = (𝟏 − 𝑳)𝒌𝒙𝒕. 
 

(22) 

B.  ARIMA MODEL 
For non-stationary series, which can be represented as 
stationary with respect to increments, we introduce the 
following class of models. 𝑥௧  ~ 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑘, 𝑞), if 

1. 𝑥௧~𝐼(𝑘) integrated order k; 
2. ∆௞𝑥௧~𝐴𝑅𝑀𝐴(𝑝, 𝑞). 

Formally, we will consider ARMA (p, q) = ARIMA (p, 0, q). 
Let x୲ ∼ 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑘, 𝑞) [7]. This means that ∆௞𝑥௧ is 
stationary ARMA (p, q), and can be represented as 

 

 𝐿௡𝑥௧ = 𝑥௧ି௡ (23) 
 

൫1 − 𝜙ଵ𝐿 − ⋯ − 𝜙௣𝐿௣൯∆௞

= 𝜇 + ൫1 + 𝜃ଵ𝐿 + ⋯ + 𝜃௤𝐿௤൯𝑢௧ 

(24) 

and all the roots of the autoregressive polynomial 
 

 𝜙(𝑧) = 1 − 𝜙ଵ𝑧 − ⋯ − 𝜙௣𝑧௣ (25) 
 
modulo more than 1 (stationarity condition). Then using 
∆௞𝑥௧ = (1 − 𝐿)௞𝑥௧, we get 

 
 𝜙(𝐿)(1 − 𝐿)௞𝑥௧ = 𝜇 + 𝜃(𝐿)𝑢௧ , (26) 

 
where 𝜃(𝑧) = 1 + 𝜃ଵ𝑧 + ⋯ + 𝜃௤𝑧௤ . We introduce a 
polynomial 
 

 𝛾(𝑧) = 𝜙(𝑧) = 1 − 𝛾ଵ𝑧 − ⋯ − 𝛾௣ା௞𝑧௞ା௣. (27) 
 
It has a unit root of multiplicity k, and the remaining p roots 

modulo more than 1.Then for the series 𝑥௧ ∼ 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑘, 𝑞) 
 

 𝛾(𝐿)𝑥௧ + 𝜇 + 𝜃(𝐿)𝑢௧ ⇒ 𝑥௧

= 𝜇 + ෍ 𝛾௝𝑥௧ି௝

௞ା௣

௝ୀଵ

+ 𝑢௧

+ ෍ 𝜃௦𝑢௧ି௦

௤

௦ୀଵ

. 

(28) 

 
Now let us move on to the implementation of the ARIMA 

model. 

IV.  MODEL PREDICTION IN PYTHON 
A.  FORECASTING A SHORT-TERM ECONOMIC 
INDICATOR 
Data from the state website were selected for forecasting 
stat.gov.kz - Bureau of National Statistics of the Republic of 
Kazakhstan [17]. The data under study is an indicator of a 
short-term economic indicator (CEI). KEI is calculated to 
provide operational output indicators for basic industries, such 
as agriculture, trade, industry, construction. These figures are 
60% of the total GDP. The indicators are presented in a 
monthly interval in the period from 2009 to 2021. The total 
number of indicators is 146. The selected data were presented 
in tabular form in Excel format. Figure 1 shows the beginning 
of the data that was taken from the table. 

 

 

Figure 1. A fragment of data. At current prices for the net 
month, billion tenge 
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We need to develop a test kit for statistical data research 
and evaluation of candidate mathematical models. 

This involves two steps: 
1. Determining the sample of statistical data to be checked. 
2. Development of a mathematical model and the use of a 

mathematical method for evaluating the model [8]. 

B. ANALYSIS OF STATISTICAL DATA FOR THE 
DEVELOPMENT OF THE ARIMA MODEL 
On the website stat.gov.kz contains statistical indicators of the 
economic indicator by month. Therefore, it is advisable to use 
part of the sample to build a mathematical model, and part to 
check the predicted values. Usually, they take the last 12 
months of statistical data for this. The data for verification 
contains indicators from August 2021 to July 2022, and the data 
for building the model contains indicators from January 2009 
to July 2021. 

 

 

Figure 2. Data graph of the short-term economic indicator 

 
From the graph we can draw the following conclusions: 

 Indicators of the indicator increase from year to year. This 
means that the time series has a pronounced trend. 

 There do not seem to be any obvious outliers. 
 There are relatively large fluctuations from year to year, up 

and down. 
 The fluctuations in later years seem to be greater than the 

fluctuations in earlier years. 
 Trend means that the sampling of statistical data is almost 

non-stationary [9]. 
Time series have the character of seasonality, for example, 

sales are always low at the beginning of the year and high at 
the end of the year. To track seasonality, the ARIMA seasonal 
model is used – ARIMA (p, d, q) (P, D, Q)S. Here (p, k, q) are 
the non–seasonal parameters described above, and (P, K, Q) 
follow the same definitions, but apply to the seasonal 
component of the time series. The parameter s defines the 
periodicity of the time series (4 – quarter periods, 12– year 
periods, etc.) [3]. 

We can also visualize our data in Figure 3 using a method 
called time series decomposition, which allows us to break our 
time series into three separate components: trend, seasonality, 
and noise [6]. The following graph shows: 

 Current row. 
 Trend chart of the series. 
 Indicator of the seasonality of the series. 
 Remains of the row. 

 

Figure 3. Decomposition of a series 

C. BUILDING THE ARIMA MODEL. THE BOXING–JENKINS 
METHODOLOGY. 
The Box-Jenkins methodology for selecting an ARIMA model 
for this series of observations consists of three stages: 

1. Identification - using the data and all related information 
to help select the subclass of the model that will best be able to 
summarize the data. 

2.  Evaluation - using data to train model parameters. 
3. Diagnostic verification - evaluation of the fitted model 

in the context of available data and verification of areas where 
the model can be improved [5]. Identification is divided into 
the following steps: 

1. Evaluation of the time series for stationarity. If the series 
is not stationary, then the number of comparisons necessary to 
make it stationary is calculated. 

2. Identification of ARMA model parameters for data. 
It is necessary to consider some recommendations 

regarding this step: 
 Test root modules in order to check the series for static. 

Repeat the tests after each round of comparison. 
 It is necessary to avoid excessive comparison, as this 

will lead to additional correlation and additional complexity. 
 Thus, two diagnostic graphs were used for the AR and 

MA configuration, which help to select the p and q parameters 
for ARMA or ARIMA: 

 Autocorrelation Function (ACF): The graph shows the 
sum of the correlation of observations with delay values (lags). 

 Partial Autocorrelation Function (PACF): The graph 
shows the sum of the correlation for data with lag values that 
are not taken into account for the previous lagging values of 
observations. 

It was found that both graphs are depicted as a histogram 
showing 95% and 99% confidence intervals in the form of 
horizontal lines. The bars that cross these intervals are 
correspondingly more significant. 

The estimation step involves the use of numerical methods 
in order to minimize losses or errors.  

The idea of the diagnostic check is that at this step, evidence 
of non-compliance of the model with the data should be 
searched. 

The first check is to analyze the compliance of the model 
with the data. This usually means that the model is more 
complex than it should be and captures random noise in the 
training data. Retraining is a serious problem for time series 
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forecasting, as it negatively affects the ability of the model to 
generalize, which leads to a decrease in forecast performance 
on out-of-sample data [1]. 

Particular attention should be paid to the performance of 
both the training sample and the test sample. That is why we 
should carefully select the data to prepare the model. 

The forecast of residual errors provides great opportunities 
for diagnosis. An overview of the error distribution helps to 
align the bias of the model. Errors from an ideal model will 
resemble white noise, that is, a Gaussian distribution with an 
average value of zero and symmetric variance [16]Помилка! 
Джерело посилання не знайдено.. 

In order to obtain a more objective assessment of 
stationarity, econometricians have developed tests based on the 
verification of statistical hypotheses. One such stationarity test 
is the extended Dickey–Fuller test. The following code in 
Figure 8 allows to implement this in Python. From the 
statsmodels.tsa.stattools package, to work with statistical data, 
we use the function for the Dickey–Fuller test [2]Помилка! 
Джерело посилання не знайдено.: 

 

 

Figure 4. Dickey-Fuller test calculation code 

 
From this test, we can see that the p-value is greater than 

0.05. This indicates the non-stationarity of the series. 
Following the Box–Jenkins method, we lead to a stationary 
series, that is, we differentiate it. 

∆ଵଶ𝑥௧ = 𝑥௧ − 𝑥௧ିଵଶ = (1 − 𝐿ଵଶ)𝑥௧ 
∆∆ଵଶ𝑥௧ = (1 − 𝐿 − 𝐿ଵଶ + 𝐿ଵଷ)𝑥௧ = 𝑥௧ − 𝑥௧ିଵ − 𝑥௧ିଵଶ +

𝑥௧ିଵଷ. 
𝐿ଵଶ𝑥௧ = 𝑥௧ିଵଶ,  L – lag operator. 
 
Dickey-Fuller test after differentiation: 
1. ADF : -4.15700 
2. P-Value:  0.00078 

 

Figure 5. Differentiated series 

 
The series has become stationary, that is, the p-value is 

below 0.05. Now we identify the parameters AR and MA. For 
this purpose, ACF and CHAKF graphs were constructed. The 
graph of the autocorrelation function is called an 
autocorrelogram and describes the parameter of the moving 
average q. And the graph of a part autocorrelation function is 
called a part autocorrelogram and shows the autocorrelation 
parameter p. plot_acf and plot_pacf functions from the 
statsmodels module are used to plot the autocorrelation 
function (ACF) and private autocorrelation function (CACF). 

graphics.tsaplots [13]. 
 

 

Figure 6. Part autocorrelogram 

 
 

Figure 7. Autocorrelogram 

 
Based on the calculations given above, the seasonal model 

ARIMA (p, k, q) (P, K, Q, S) is constructed. The series has the 
following parameters: 

Non-seasonal parameters: 
1. p is the auto regression parameter; 
2. k is the order of differentiation, equal to 1; 
3. q is the parameter of the moving average; 
 

Seasonal parameters: 
1. P is the parameter of seasonal auto regression;  
2. K is the order of seasonal differentiation, equal to 1; 
3. Q is the parameter of the seasonal moving average; 
4. S is the period of seasonality, equal to 12. 

ARIMA's seasonal model includes both non-seasonal and 
seasonal factors. Equation for seasonal ARIMA (p, k, q) (P, K, 
Q, S): 

𝜙(𝐿)Φ(𝐿ௌ)∆𝑥௧ = 𝜇 + 𝜃(𝐿)Θ(𝐿ௌ)𝑢௧ 
 
 

(29) 

൫1 − 𝜙ଵ𝐿 − ⋯ − 𝜙௣𝐿௣൯൫1 − βଵ𝐿ௌ − ⋯

− 𝛽௣𝐿௣ௌ൯(1 − 𝐿)௞(1

− 𝐿ௌ)௄𝑥௧ = 
= 𝜇 + (1 + 𝜃ଵ𝐿 + ⋯ + 𝜃௤𝐿௤)(1 +

𝜔ଵ𝐿௦ + ⋯ + 𝜔௤𝐿௤ௌ)𝑢௧, 

(30) 

 
where 
𝜙 – autoregression polynomial, 
𝜃 – moving average polynomial, 
L – lag operator, 
Φ(𝐿ௌ) − seasonal autoregression polynomial, 
Θ(𝐿ௌ) − the polynomial of the seasonal moving average, 
𝛽 – seasonal auto regression coefficients, 
𝜔 - seasonal moving average coefficients. 
To integrate different combinations of parameters, a grid 

search is used. For each combination of parameters, the 
SARIMAX () function from the statsmodels module can select 
a new seasonal ARIMA model and evaluate its overall quality. 
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The optimal set of parameters will be the one in which the 
necessary criteria are most productive [14]. 

Following these instructions, we select the ARIMA model. 
Now it is possible to use the parameter triplets defined above 
to automate the process of evaluating ARIMA models in 
various combinations. In statistics and machine learning, this 
process is known as parameter grid search (grid search, or 
hyper parameter optimization).  

When evaluating and comparing statistical models 
corresponding to various parameters, it is taken into account 
how well a particular model corresponds to the data and how 
accurately it is able to predict future data points. We use the 
AIC (Akaike Information Criterion) value, which is suitable for 
working with ARIMA models based on statsmodels. 

V.  RESULTS 
As a result of selecting the model, the best one according to the 
Akaike criterion is ARIMA (2,1,1) (2,1,0,12). When selecting 
seasonal ARIMA models (as, indeed, any other models), it is 
important to diagnose the model to make sure that none of the 
assumptions made by the model has been violated. The 
plot_diagnostics object allows quickly diagnose the model and 
investigate any unusual behavior. 

 

 

Figure 8. Histogram and calculated density 

A good final check of the model is checking for residual 
forecast errors. Ideally, the distribution of residual errors 
should be Gaussian with zero mean. We can verify this by 
plotting the residuals using a histogram and density graphs. The 
main task is to make sure that the residuals of the model are 
uncorrelated and distributed with a zero mean value. If the 
ARIMA seasonal model does not satisfy these properties, it 
means that it can still be improved. 

 

 

Figure 9. Correlogram 

The graph shows that the distribution is normal and has an 

average of about zero. These graphs allow us to conclude that 
the selected model is (satisfactorily) suitable for analyzing and 
predicting time series data. We have chosen a satisfactory 
model, but some parameters of the ARIMA seasonal model can 
be improved. For example, a grid search considers a limited set 
of parameter combinations; to find the best model, we can 
expand the search. 

The constructed ARIMA model can be used to predict 
future time steps. First, we need to compare the predicted 
values with the real values of the time series, which will help 
us understand the accuracy of the forecasts. When preparing 
the data, the last year was cut out to test the model. Let us 
assume that it is July 2021 and the forecast will be implemented 
for a year ahead, that is, for 12 periods. 

To predict the model, the get_forecast and predicted_mean 
methods are used. 

 

 

Figure 10. Comparison graph of test and predicted data 

The graph shows that the predicted values almost repeat the 
test series. To test this, the average absolute error in 
percentages (MAPE) was calculated. The code is shown in 
Figure 11. 

𝑀𝐴𝑃𝐸 = 100%
∑ ቚ

𝐴௧ − 𝐹௧

𝐴௧
ቚ௡

௧ୀଵ

𝑛
, 

(31) 

  
where 𝐴௧ −  𝑎𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒, 𝐹௧ – the predicted value. 

 

 

Figure 11. Error calculation code 

VI. CONCLUSIONS 
The ARIMA model (also known as Box–Jenkins models) is a 
very powerful and flexible class of models for analyzing and 
predicting time series. Over the years, they have been very 
successfully applied to solve many research and practical 
problems. The advantage of this model is the formalized and 
most thoroughly developed methodology, following which we 
can choose the model that is most suitable for each specific 
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time series. In addition, point and interval forecasts follow from 
the model itself and do not require separate evaluation. 

In the course of this work, problems related to the 
requirement for data series are identified: at least 40 
observations are required to build an adequate ARIMA model, 
and about 6-10 seasons are required for the seasonal ARIMA 
model, which is not always possible in practice. And there is 
also no simple way to adjust the parameters of the ARIMA 
model. It is necessary to periodically rebuild the model almost 
completely, and sometimes choose a completely new model. 

As a result, the following tasks were completed: 
1. Scientific papers on the research topic were analyzed; 
2. The theoretical foundations of time series forecasting 

are described, AR, MA, ARMA, ARIMA models are 
considered; 

3. The possibilities of the Python language for data 
analysis are considered and the program code for calculating 
and constructing the model is written; 

4. To build the model, a sample of short-term economic 
indicator data from the state website of the Bureau of National 
Statistics of the Republic of Kazakhstan was selected. 
According to the Box–Jenkins approach, the time series is 
identified as a seasonal non-stationary series. The parameters 
of the ARIMA seasonal model (p, k, q)(P, K, Q, S) are selected 
in accordance with the Akaike criterion. 

Based on the constructed model, the future values of the 
series are obtained and a comparison is made between the 
predicted values and real data. To check the error, the average 
absolute error in percent (MAPE) is calculated. The margin of 
error is 7.2%. Checking the residual errors shows that the 
residuals have a normal distribution. 
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