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 ABSTRACT The article examines and analyzes the numerous advantages of using information technologies to 
ensure the information security of organizations in connection with the wide spread of the number of modern 
methods of cyber attacks. It is established that effective cyber protection requires an information security 
management system with a set of modern event monitoring tools depending on the specifics of each organization. 
To select an appropriate system and evaluate the effectiveness of its tools, the method of expert evaluation is used 
in the work. In order to improve the determination of the weight coefficient of each tool of the system, a composite 
indicator is proposed, based on the sum of the products of individual indicators of the system tools and their priority 
coefficients. The features of the modern widely used solutions considered in the study confirmed the feasibility of 
the proposed methodology for determining effective tools of the information security monitoring system. The 
resulting data allows us to help organizations make an evidence-based decision about the optimal composition of 
the information security monitoring system. 
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I. INTRODUCTION 
IVEN the current state of the information technology 
sector, it becomes necessary for the effective development 

of an organization to develop and ensure the functioning of the 
secure information environment based on the use of advanced 
automated technical solutions and modern information security 
practices.  

In the process of developing and implementing 
organizational measures and integrated information security 
systems, inadequate attention is often paid to monitoring the 
security of network equipment, e-mail, messengers, and 
personnel activity. This leads to untimely receipt of 
information about potential threats, vulnerabilities, incidents, 
and other events occurring in the corporate information system. 
As a result, organizations suffer serious financial, reputational, 
and other losses due to a breach of confidentiality of corporate 
information. 

In this regard, the corporate information security policy 
should be carefully structured to take into account the 
organization's needs to monitor both external and internal 
processes, protect confidential information and infrastructure, 
and, importantly, the role of personnel as a potential source of 
internal threats to the organization. The security policy should 

establish requirements for implementation of automated tools 
that help monitor external and internal processes in the interests 
of ensuring the organization's information security. 

The modern information security market offers a large 
number of solutions for monitoring, detecting and responding 
to information threats, many of which demonstrate similar 
functionality and affordability. This situation complicates the 
process of choosing the optimal solution, taking into account 
the specifics, needs and capabilities of the organization, while 
the implementation of the most appropriate solution directly 
affects the organization's ability to effectively respond to 
information threats and protect confidential data. 

The scientific task in this context is to develop a 
methodology for an objective and rational choice of an 
information security monitoring solution depending on the 
specific needs and characteristics of the organization. 

II. LITERATURE REVIEW 
The assessment of cybersecurity is crucial to ensure that 
security measures in organizational infrastructures, systems, 
and applications meet necessary requirements. Over the years 
of cybersecurity development, a sufficient number of 
assessment methodologies have been proposed in scientific 
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publications. Special attention has been paid to the aspect of 
the quality of their applications or suitability for use. However, 
as the analysis of scientific literature including journals, books, 
and databases of well-known publishers, namely Scopus, Web 
of Science (WoS), ACM Digital Library, Elsevier, Emerald, 
IEEE Xplore, Springer, and Wiley, in which the issues of 
information security, communication systems, computer 
science, etc. have been highlighted, shows that there are 
practically no evaluations of the effectiveness of these methods 
[1-4]. 

In the works of researchers [5-9], concerns were articulated 
regarding the lack of comprehensive literature analysis on the 
security system assessment compared to the risk and threat 
assessment. Researchers argued that Security Control 
assessment should be empowered in accordance with the 
international standards [10] to ensure that security 
implementation is effective and provides the expected 
protection [11-13]. 

A review of recent methodologies and tools for measuring 
and assessing cybersecurity based on best practices in network 
security measurement and modern corporate data transmission 
network protection was presented in paper [14]. The analysis 
was based on the study of methods for measuring and assessing 
information security at the physical-technical level, penetration 
testing, and identification of weaknesses in the cybersecurity 
system adhered to, as well as policies used in modern 
enterprises. Risks dependence on technologies and their impact 
on the economic market index of enterprises, reputation, and 
the security of individuals and enterprises were identified, 
prompting experts and decision-makers to consider 
information security and develop new methods for measuring 
and assessing the level of information and data protection in 
enterprises and the confidentiality of individuals. 

In study [15], the need for validation of information security 
assessment scales was identified. In the analysis, the author 
pointed out that in most studies, scientists had provided 
somewhat limited evidence for the validation of scales. In 
particular, critical problems are the lack of evidence for 
discriminant and criterion validity. 

Paper [16] examined an expert system providing an 
assessment of the state of information security in government 
agencies and organizations of various ownership forms. The 
proposed expert system allows evaluating compliance with 
both organizational and technical requirements for ensuring 
information protection, as well as the level of compliance with 
the requirements of the information security system as a whole. 
The expert assessment method is used as the basic method for 
evaluating the state of information security. The developed 
expert system significantly reduces routine operations during 
information security audits. The assessment results were 
presented quite clearly enabling the governmental authorities 
in agencies and organizations to make informed decisions 
regarding further improvement of the information security 
system. 

At a recent time, researchers have been paying significant 
attention to the application of artificial intelligence (AI) in 
information security. In work [17], a comprehensive review of 
vulnerability assessment methods with a particular focus on AI 
applications was conducted. This review examined 20 
approaches based on artificial intelligence, including machine 
learning, automated planning, and expert systems. In addition, 
the authors in their studies [18-19] identified directions for 
further research, highlighting gaps in knowledge regarding the 

evaluation of the use of security methods and presenting 
valuable guidelines for future research. 

Currently, maturity models play a central role in the concept 
of Information Security Management Systems (ISMS) 
providing a framework for measuring information security. 
These models also require research and evaluation. A novel 
idea in the application of such models lies in the systematic 
assessment of process maturity related to the security within an 
organization. This allows decision-makers to gain an overview 
of the implementation status of relevant processes for 
identifying critical points. Research [20] found that some 
industries, such as the German automotive sector, even 
established security maturity levels as a de facto standard for 
measuring information security. However, researchers in their 
works [21-25] noted that the quality of the security maturity 
level assessment was still insufficiently researched, and 
security managers could not accurately assess the maturity 
level of security controls. In study [20], where security experts 
evaluated a subset of ISO/IEC 27002 security controls for a 
hypothetical scenario using COBIT maturity levels, it was 
found that many security experts struggled with this task. 

The analysis of scientific publications indicates that there is 
a necessity for researchers to determine suitable information 
security monitoring tools, search for and refine methods for 
assessing their effectiveness. 

The purpose of the article is to study information security 
monitoring tools and develop a methodology for selecting and 
determining the most effective solutions from them using the 
method of expert assessments based on the specifics, needs and 
capabilities of a particular organization, as well as the 
peculiarities of ensuring information security in a particular 
corporate environment. 

III. MATERIAL AND METHODS  
A.  GENERAL OVERVIEW OF INFORMATION SECURITY 
MANAGEMENT TOOLS  
The term SIEM (Security Information and Event Management) 
first appeared in 2005 and was used to refer to a system 
designed to collect information from devices located on a 
corporate network. Today, SIEM systems are tools used to 
effectively manage information security in organizations, 
including systematic monitoring and analysis of events in real 
time and, as a result, detection of anomalies and potential 
threats to information security [26]. 

SIEM software collects log data and events from internal 
and external sources, which can include intrusion prevention 
and detection systems (IPS, IDS), server and computer logs, 
switches, routers, databases, antivirus platforms, remote access 
systems, data leakage (loss) prevention systems (DLP - Data 
Loss Prevention), user behavior monitoring systems, and file 
servers. This allows for a thorough analysis and provides a 
holistic view of the organization's information security status. 

Modern recognized SIEM systems have a wide range of 
functionality, including data aggregation and correlation, event 
log management, alerts about existing and potential problems 
in the organization's infrastructure, visualization of information 
about system behavior through dashboards, ensuring 
compatibility with the infrastructure, and the ability to store 
events in the built-in data storage for further incident 
investigation [27-28].  

While SIEM systems are mainly aimed to protect 
organization against technical processes, User Activity 
Monitoring (UAM) tools are used to prevent the influence of 
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the human factor on information security solutions. UAM 
systems are a set of software tools designed to systematically 
monitor and track user activity on various devices, in the 
network environment and other IT resources of the 
organization. The purpose of these tools is to help to identify 
and neutralize internal threats, whether they are accidental or 
intentional, and, accordingly, to ensure the availability and 

correctness of information confidentiality and security [29-30]. 

B.  DESIGNATION OF THE USER ACTIVITY MONITORING 
MEANS 
Tools can vary in approach and complexity, each serving 
distinct purposes tailored to the organization's goals. The main 
tools are shown in Figure 1 [31]. 

 

  

Figure 1. Basic tools for monitoring user activity [31] 

 
1. Video recordings allow detecting suspicious behavior of 

employees, such as access to unauthorized areas, attempts to 
manipulate equipment or unauthorized copying of confidential 
documents, as well as understanding the nature of the threat and 
taking appropriate measures. Employees' awareness that their 
actions may be recorded often reduces the likelihood of internal 
threats, such as malicious or negligent attitudes toward their 
duties. Video recordings also provide reliable evidence for 
investigations of internal incidents. 

2. Log collection provides a detailed record of what is 
happening on the network and systems, allowing auditing user 
actions, which is a key to identifying abnormal or dangerous 
actions that may be a sign of an internal threat. Thanks to 
integration with SIEM systems, logs allow information security 
specialists to automatically analyze suspicious activities or 
security policy violations, which allows them to respond 
quickly to internal threats.  Analyzing logs after an incident can 
help to identify weaknesses in security systems, which makes 
it possible to improve policies and procedures to prevent 
similar threats in the future. 

3. Network packet inspection allows analyzing data at 
different levels of the network stack, from the link layer (L2) 
to the application layer (L7), which makes it possible to 
identify anomalous patterns that may be missed by basic 
analysis. Using this tool, it is possible to control employees’s 
network activity by detecting and blocking unacceptable 
actions, such as accessing prohibited websites, using 
unauthorized applications, or transmitting confidential 
information. 

4. Keylogging allows recording every keystroke on the 

user's keyboard, which can provide valuable information for 
detecting malicious actions and attempts of unauthorized 
access to confidential data, including passwords, logins or other 
sensitive information. Keylogging makes it possible to monitor 
employees' compliance with security policies when working 
with confidential information, and provides a detailed record of 
all user actions on the keyboard, which can be used as evidence 
in the investigation of incidents related to internal threats. In 
the event of an incident, data from the keylogger can help to 
recreate the chronology of events, determine which actions led 
to the threat, and understand the motives of the potential 
attacker. 

5. Kernell monitoring is a powerful tool for detecting and 
neutralizing internal threats, it allows us to control the lowest 
level of the operating system, where critical processes that 
ensure the operation of the entire system take place. Kernell 
monitoring makes it possible to detect abnormal or suspicious 
activities, such as attempts to change the system configuration, 
access to protected resources, or the execution of malicious 
programs. 

6. Screen captures allows us to take screenshots of the user's 
screen in real time or at certain intervals, which makes it 
possible to observe what is happening on the device screen, and 
allows detecting attempts of malicious actions, such as access 
to confidential documents, use of unauthorized programs, or 
attempts to transfer data to third parties.  Setting up screen 
captures to save images at key moments, such as entering 
passwords, opening confidential files, or during suspicious 
activity, helps to create a complete record of events that can be 
used during incident investigations. 
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7. Mouse tracking is more specific and less common 
method of detecting insider threats, but it can also affect an 
organization's security in certain contexts. Anomalies in mouse 
movements or interaction with the interface may indicate that 
the system is being used by someone other than the person who 
normally works on that computer, or that the user is acting 
under pressure. To create a more complete profile of the user 
activity and increase the accuracy of threat detection, this tool 
is used in conjunction with other monitoring tools such as 
keylogging or screen captures. 

8. Touchscreen patterns allows us to track, analyze and 
store data on the user interaction with the touchscreen, 
including finger movements, gestures, clicks, and other actions 
performed on the touch surface. For example, each user has a 
unique style of interaction with the device (speed of movement, 
pressure, frequency of gestures). Detecting deviations from 
these familiar patterns can signal that the device is being used 
by an unauthorized person or that the user is acting under 
pressure. 

9. Geolocation allows detecting the presence of a user or 
device in a place that does not correspond to the usual work 
area. For example, if an employee suddenly appears in another 
city or country, it can signal a possible data leak or device theft.  

10. Physical Movement is an important element of the 
security system that makes it possible to record and analyze the 
physical movements of users or devices within the 
organization. It uses data from accelerometers, gyroscopes, 
motion sensors, cameras, or other devices to track movement. 
Physical movement data can be used to reconstruct events 
during an incident investigation. This allows you to recreate the 
user's route to determine whether they visited prohibited areas 
or were present in critical areas at the time of the suspicious 
activity. 

Each method provides specific information and means of 
control, but the greatest effectiveness of activity monitoring 
can be seen with the  integrated use of these specified tools. 

All collected information should be reviewed within the 
framework of the organization's policies and user role, based 
on which a decision is made on the appropriateness of the 
activity. Modern user activity monitoring tools track the user 
activity in the background and in real time and alert security 
when suspicious activity occurs. This feature reduces the 
burden on an organization's IT teams to monitor the user 
activity in real time and reduces the likelihood that risks 
associated with the user activity will not be detected. 

The functionality of SIEM and UAM solutions is most 
suitable for solving the problems of monitoring an 
organization's information security. It is advisable to consider 
SIEM as the main tool for monitoring processes and managing 
the security of information assets, and UAM as a key solution 
for monitoring external processes, user activity, mail, 
messengers, and social networks. 

The current SIEM market is dominated by a few vendors 
with significant international influence, including IBM, 
Splunk, and HPE (Fig. 2).  

 
 

 

Figure 2. Gartner Magic Quadrant for SIEM in 2022 [32] 

Key players that are actively competing in this market 
include Alert Logic, Intel, LogRhythm, ManageEngine, Micro 
Focus, SolarWinds, and Trustwave. 

This research aims to determine the most suitable Security 
Information and Event Management (SIEM) and User Activity 
Monitoring (UAM) tools through expert judgment. SIEM and 
UAM are critical components of cybersecurity infrastructure, 
aiding in threat detection, incident response, and compliance 
adherence. Given the plethora of available options, selecting 
the most effective tools requires informed decision-making 
based on expert insights. 

C.  CREATION OF AN EXPERT GROUP 
The research adopts a qualitative approach to gather expert 
opinions and insights. Purposive sampling was employed to 
select experts with substantial experience and expertise in 
cybersecurity, specifically in SIEM and UAM implementation 
and management. Recognizing the multifaceted nature of 
SIEM functionality, a group of 7 experts was assembled to 
assess the relative importance of these attributes. The criteria 
for selecting experts included: professional experience; 
specialized skills and knowledge and their relevance; 
independence and objectivity; authority; and ethics and 
academic integrity. The high-quality composition of the group 
included: 1 Doctor of Science and 3 PhDs (all of whom had 
publications on the subject and experience in research and 
teaching cybersecurity courses) and 3 specialists from 
organizations with practical experience in operating SIEM. 

Thus, the expert group consisted of cybersecurity 
professionals, academics, and industry practitioners with 
extensive experience in deploying and managing SIEM Expert 
opinions and judgments were collected through semi-
structured interviews and expert surveys. Qualitative data from 
interviews and surveys was analyzed thematically to identify 
recurring patterns, criteria, and preferences in selecting SIEM 
and UAM tools. 

Findings may be limited to the expertise and perspectives 
of the selected experts and may not be universally applicable. 
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IV.  RESEARCH RESULTS  
A.  COMPARATIVE ANALYSIS OF SIEM SYSTEMS 
The general purpose of SIEM systems for organizations is that, 
firstly, SIEM systems provide reports on incidents and events 
related to information security (successful and unsuccessful 
logins, malware activity and other possible malicious actions), 
and secondly, they send notifications about any activity that, 
according to the analysis, is performed in violation of 
predefined sets of rules and thus, indicates a potential security 
problem. 

An analysis of the trends in the development of modern 
SIEM systems indicates that these solutions are primarily 
focused on meeting the basic needs of consumers. In particular, 
the current requirements for SIEM systems are to ensure full 
control and visibility of security events, the ability to 
effectively integrate with other information systems, reliability, 
ease of use, and competitiveness in terms of deployment costs.  

It is important to note that when choosing the method of 
expert evaluation for analyzing SIEM systems and determining 
the indicators used for the assessment, no division has been 
made between the supplier and the consumer. Thus, the method 
itself is considered to be unified, but at the same time takes into 
account the strategy and the availability for cybersecurity 
market participants who may have an insufficient level of 
training. In addition, by applying the principle of weighting, 
each user of this method has the opportunity to adapt it 
depending on one’s own capabilities and needs.  
The main factor in assessing the effectiveness is that the 
indicators can also change their state and adapt to the applied 
mathematical apparatus by inversion. For example, changing 
the opposite states of mobility – stationarity, security – 
availability, complexity – simplicity, simplifies the objective 
determination of the advantages and disadvantages of each 
SIEM system. For example, a comparative table is provided, 
which contains the basic indicators for evaluation (Table 1).  

Table 1. Comparison of modern SIEM systems by defined 
characteristics 

№ Parameter IBM QRadar Splunk 
HPE 

ArcSight 

1 
Architecture (On-

premise, Cloud, SaaS) 

On-prem 
Cloud 
SaaS 

 

On-prem 
SaaS 

On-prem 
Cloud 

2 
Complexity of 
implementation 

Complicated Complicated 
Very 

complicated 

3 
Convenience of 

incident investigation 
functionality 

More 
convenient 

Convenient Convenient 

4 Details of data display + + + 

5 
Automatic detection of 

event sources 
+ + + 

6 Incident notification SMTP 
SMTP 

Месенджер 
SMTP 
SMS 

7 
Ability to set or import 

information about 
assets 

Security 
scanners 
CSV file 

API 

- 
ArcSight 

Asset Import 
Connector 

8 
Number of supported 

event sources 
300+ 2000+ 300+ 

9 
Ability to connect non-
standard event sources 

Parser 
development 

Parser 
development 

ArcSight Flex 
Connector 

10 
Availability of 

predefined correlation 
rules 

+ + + 

11 
Availability of 

predefined graphical 
panels (Dashboards) 

+ 
QRadar Pulse 

+ + 

№ Parameter IBM QRadar Splunk 
HPE 

ArcSight 

12 
Availability of 

predefined reports 

110+ 
Content 

Extension Pack 
500+ 80+ 

13 

Availability of 
visualization panels 

and reports on 
compliance with 

standards 
(Compliance) 

PCI DSS 
COBIT 
FISMA 
GLBA 
HIPAA 
NERC 
SOX 

GDRP 
HIPAA 
FISMA 

PCI DSS 

PCI DSS 
HIPAA 
SOX 

NERC 
FISMA 

14 
Ability to search by 

raw events 
+ + + 

15 Work with filters 

Filters by data 
fields 
Regex 
AQL 

Filters by data 
fields 
SPL 

Filters by data 
fields 

Full text 
search 

16 
Ability to build 

network interaction 
graphs 

+ + 
Between 3 

hosts 

17 

Ability to generate 
reports in the form of 

documents (export 
formats) 

PDF 
HTML 

RTF 
XML 
XLS 

Raw 
PDF 
CSV 
XML 
JSON 

PDF 
HTML 
XLS 
RTF 
CSV 

18 
Interactive work with 

graphical panels 
+ + + 

19 

Availability of HA 
(High Availability) and 

DR (Disaster 
Recovery) 

 

HA 
DR 

HA 
DR 

HA 

20 
Ability to restore the 
database after failures 

+ + + 

21 
Aggregation of events 

by type 
+ + + 

22 
Normalization of 

events 
+ + + 

23 
Methods of collecting 
events from sources 

Agent-based 
Agent-free 

Agent-based 
Agent-free 

Agent-based 
Agent-free 

24 
Supported event 

collection formats 

Syslog 
TLS Syslog 

Log File 
SNMP, JDBC 

WinRPC 
OPSEC 
HTTP 
FTP 
SCP 

Syslog 
Wineventlog 

Perfmon 
WMI 

OPSEC 
SNMP 
JDBC 
SDEE 
SQL 

Syslog 
TLS Syslog 

Log File 
SNMP 
JDBC 

WinRPC 
OPSEC 
HTTP 
SCP 

25 
Ability to collect data 

on network traffic 

SPAN 
Netflow 
J-flow 
sFlow 

Netflow 
J-flow 
sFlow 
IPFIX 
HTTP 
XMPP 

Netflow 
J-flow 
IPFIX 

26 
Behavioral analytics 

(UBA) 
+ + + 

27 
Integration with 
ITSM/CMDB 

+ + + 

28 
Connection of 

reputation databases 
+ IBM X-force 

ArcSight 
RepSM 

29 Availability of API REST API REST API WebAPI 

30 
Integration with 

vulnerability scanners 
+ + + 

 
However, each of the groups of indicators can be expanded 

or reduced compared to the baseline values in accordance with 
the needs and requirements of a particular organization.  

B.  RESEARCH METHODOLOGY OF SIEM-SYSTEMS AND 
UEM-SYSTEMS USING THE METHOD OF EXPERT 
EVALUATION 
To make a reasonable choice of the most appropriate SIEM 
system selected for the analysis, as well as to obtain 
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quantitative characteristics of their effectiveness, the method of 
expert evaluation is used. The evaluation algorithm is presented 
in Fig. 3. 
 

 

Figure 3. SIEM system evaluation algorithm 

The first step is to determine the weighting factor for each 
of the indicators. In case of using both direct and inverse 
indicators, the value of each coefficient is in the range from 0 
to 1. However, this approach complicates the calculations and 
reduces the level of technology disaggregation, which may be 
unacceptable.  

For this purpose, a composite indicator based on the sum of 
individual indicators multiplied by coefficients that can take 
values in the range from 1 to 10, depending on the user's choice 
and ability to prioritize the properties of the indicators, can be 
used to simplify the evaluation using only direct indicators with 
the replacement of inverse indicators. 

The next step is to determine the degree of importance of 
each parameter for building an information security monitoring 
system using SIEM, and each parameter is included in the 
appropriate group. 

The division into groups can be made depending on the 
characteristics of the parameters, such as technical, economic, 
ergonomic, financial, and others. However, to simplify the 
process, it is sufficient to limit the grouping to suitability, 
preference, and optimality. 
The third step is to specify the value of the weighting factor, 
which combines the first two steps. This coefficient can also 
have two directions. The first direction involves the selection 
of boundaries between groups depending on the value of the 
coefficient, and the second is based on the use of fixed values 
of the coefficients (Table 2). 

Table 2. Example of determining the weighting factor 

Points Description Points Description 

1-2 
Does not meet the 

requirements 
1 

Does not meet the 
requirements 

3 
Belongs to the "suitability" 

group with restrictions 

4-7 
Preferred compared to other 

options (the number of points 
determines the degree of 

5 
Not the best option, but 

suitable for development 
(assigned to the 

preference) "suitability" group) 
8-9 Quasi-optimal 

10 
Meets the requirements and 

is the best option 10 Optimal 

 
The fourth step is to set coefficients or provide scores for 

each parameter separately for each system.  
The fifth step involves calculating the total number of 

points for each SIEM system (S1 – IBM QRadar, S2 – Splunk, 
S3 – HPE ArcSight) as the sum of the products of the 
coreesponding parameter score and its weighting factor 
according to the following formula: 

 
𝑆௞ = ∑ 𝑎௜ ∙ 𝑀௜

௡
௜ୀଵ ,                          (1) 

 
where  Sk – total number of points for the k-th SIEM system, аi 
– i-th parameter score, Мi – the weight factor of the system i-th 
parameter. 

 
The last step is to select the best SIEM system among those 

compared using the following formula: 
 

 𝑆 =  
ௌೖ

஺∙ெ೘ೌೣ 
,                                   (2)  

 
where A – the maximum number of points,   Mmax – maximum 
weight factor. 

SIEM systems play a pivotal role in modern cybersecurity 
frameworks, enabling organizations to aggregate, correlate, 
and analyze security event data from disparate sources. The 
efficacy of SIEM deployments is contingent upon numerous 
parameters and characteristics, ranging from scalability and 
flexibility to detection capabilities and user interface 
intuitiveness. Recognizing the multifaceted nature of SIEM 
functionality, a panel of experts was convened to assess the 
relative importance of these attributes.  

The expert panel comprised cybersecurity professionals, 
academics, and industry practitioners with extensive 
experience in SIEM deployment and management. A 
structured survey instrument was developed, encompassing a 
comprehensive set of parameters and characteristics relevant to 
SIEM systems. Panelists were tasked with rating each attribute 
on a predefined scale, reflecting its importance in the context 
of SIEM implementation. Statistical analyses, including mean 
scores and standard deviations, were employed to synthesize 
the expert responses and derive consensus rankings. 

Using formula 1 (Mmax=10), the SIEM systems IBM 
QRadar, Splunk, and HPE ArcSight were compared (Table 3). 

Table 3. Comparison of modern SIEM systems based on 
the importance of parameters 

№ Parameter 
IBM 

QRadar 
Splunk 

HPE 
ArcSight 

Mi 

1 
Architecture (On-

premise, Cloud, SaaS) 
10 7 7 7 

2 
Complexity of 
implementation 

8 7 5 10 

3 
Convenience of incident 

investigation 
functionality 

9 8 8 10 

4 Details of data display 10 10 10 9 
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№ Parameter 
IBM 

QRadar 
Splunk 

HPE 
ArcSight 

Mi 

5 
Automatic detection of 

event sources 
10 10 10 7 

6 Incident notification 8 10 10 8 

7 
Ability to set or import 

information about assets 
10 0 9 8 

8 
Number of supported 

event sources 
7 10 7 10 

9 
Ability to connect non-
standard event sources 

8 8 9 8 

10 
Availability of 

predefined correlation 
rules 

10 10 10 10 

11 
Availability of 

predefined graphical 
panels (Dashboards) 

10 9 9 10 

12 
Availability of 

predefined reports 
9 10 8 8 

13 

Availability of 
visualization panels and 
reports on compliance 

with standards 
(Compliance) 

10 7 9 10 

14 
Ability to search by raw 

events 
10 10 10 9 

15 Work with filters 10 7 5 10 

16 
Ability to build network 

interaction graphs 
10 10 6 10 

17 

Ability to generate 
reports in the form of 

documents (export 
formats) 

9 9 9 6 

18 
Interactive work with 

graphical panels 
10 10 10 9 

19 
Availability of HA (High 

Availability) and DR 
(Disaster Recovery) 

10 10 7 9 

20 
Ability to restore the 
database after failures 

10 10 10 10 

21 
Aggregation of events by 

type 
8 7 7 7 

22 Normalization of events 10 10 10 10 

23 
Methods of collecting 
events from sources 

10 10 10 7 

24 
Supported event 

collection formats 
 

10 8 9 10 

25 
Ability to collect data on 

network traffic 
8 10 7 10 

26 
Behavioral analytics 

(UBA) 
10 10 10 9 

27 
Integration with 
ITSM/CMDB 

10 10 10 7 

28 
Connection of reputation 

databases 
10 7 9 10 

29 Availability of API 9 9 8 8 

30 
Integration with 

vulnerability scanners 
10 10 10 10 

Maximum number of points, 
taking into account the 

weighting factors 
2660 

Total number of points for 
systems 

2512 2338 2277 –  

Note: Mi is the weighting factor of the parameter. 
 
The results of the analysis of the choice of SIEM 

technology from the compared ones should be regarded as the 
results summarized in Fig 4. 

 

Figure 4. The results of the analysis of selecting SIEM 
technology 

The above example, which does not claim to be a general 
assessment in its entirety, but is based on the limitations 
introduced, and is also more abstract due to the use of a 
simplified methodology, allows us to draw the following 
conclusion: taking into account the selected parameters, among 
modern SIEM systems, IBM QRadar has an advantage with the 
received 9.44 points and is recommended for implementation 
as the most acceptable. Splunk is close to it in terms of key 
indicators and overall score. 

An analysis of modern methods used by attackers to conduct 
cyberattacks using social engineering techniques has revealed 
three key ways to implement threats: email, social networks, and 
instant messengers.  

These methods require close monitoring due to their 
vulnerability to being used by insiders to steal confidential data. 
To solve these problems, it is recommended to implement the 
user activity monitoring systems, the most widely used of which 
are the following: Teramind UAM; Ekran System Enterprise 
Edition; Mirobase. 

An analysis of trends in the development of modern user 
activity monitoring systems shows that consumers focus on a 
number of key requirements, among which the main ones are: 
the importance of recording work sessions in video format, the 
ability to monitor email, messengers and social networks, system 
reliability, accessibility, ease of use, the ability to generate 
analytical reports and integration with SIEM. 

For a comparative analysis of the user activity monitoring 
systems, we suggest using the parameters (characteristics) 
presented in Table 4. 

Table 4. Comparison of modern UAM systems 

№ Parameter 
Ekran 
System 

Mirobase Teramind 

1 
Completeness of OS support 
(Windows, Linux, MacOS) 

Windows 
Linux 

MacOS 

Windows 
Linux 

Windows 
MacOS 

2 
Architecture (On-premise, 

Cloud, SaaS) 
On-prem 

Cloud 
On-prem 

On-prem 
Cloud 
SaaS 

3 
Providing recording of the 

working session in video format 
+ + + 

4 
Ability to record sessions in 

offline mode 
+ - - 

5 
Linking the event log to each 

screenshot 
+ + + 

6 Viewing sessions in Live mode + + + 
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№ Parameter 
Ekran 
System 

Mirobase Teramind 

7 
Flexible configuration of 

monitoring parameters for each 
machine 

Flexible Standard Flexible 

8 
Application and web page 

(URL) monitoring 
+ + + 

9 
Clipboard monitoring 

(copy/paste) 
+ + + 

10 
Monitor USB device 

connections 
+ + + 

11 Mail monitoring - + + 

12 
Monitoring of instant 

messengers 
- + + 

13 Social media monitoring - - + 

14 
Monitoring console commands 

and their parameters 
- - + 

15 
Remote 

installation/removal/update of 
agents 

+ - + 

16 
Agent protection against 

modifications 
+ - - 

17 
Monitoring filtering and 

keyword search in sessions 
+ + + 

18 
Availability of the OCR 

(Optical Character Recognition) 
module 

- - + 

19 System reliability + - + 
20 System availability Expensive Cheap Average 

21 Simplicity of use Complicated Complicated 
Very 

complicated 

22 
Ability to generate analytical 

reports 
+ + + 

23 Integration with SIEM + - + 

24 
Notification of the administrator 
about violations of behavioral 

rules 
+ + + 

 
Applying a similar expert evaluation approach to that used to 

determine the optimal SIEM system, the following quantitative 
results are obtained for comparing the UAM systems Ekran 
System, Mirobase, and Teramind (Table 5). 

Table 5. Comparison of modern UAM systems taking into 
account the importance of parameters 

№ Parameter 
Ekran 
System 

Mirobase Teramind M 

1 
Completeness of OS support 
(Windows, Linux, MacOS) 

10 6 6 10 

2 
Architecture (On-premise, Cloud, 

SaaS) 
7 5 10 8 

3 
Providing recording of the 

working session in video format 
10 8 10 10 

4 
Ability to record sessions in 

offline mode 
10 0 0 6 

5 
Linking the event log to each 

screenshot 
10 8 10 8 

6 Viewing sessions in Live mode 10 10 10 9 

7 
Flexible configuration of 

monitoring parameters for each 
machine 

10 6 10 9 

8 
Application and web page (URL) 

monitoring 
10 10 10 10 

9 Clipboard monitoring (copy/paste) 10 10 10 8 
10 Monitor USB device connections 9 8 9 6 
11 Mail monitoring 0 8 10 10 
12 Monitoring of instant messengers 0 9 10 10 

№ Parameter 
Ekran 
System 

Mirobase Teramind M 

13 Social media monitoring 0 0 8 10 

14 
Monitoring console commands 

and their parameters 
0 0 8 7 

15 
Remote 

installation/removal/update of 
agents 

10 0 8 5 

16 
Agent protection against 

modifications 
10 0 0 8 

17 
Monitoring filtering and keyword 

search in sessions 
10 7 10 9 

18 
Availability of the OCR (Optical 
Character Recognition) module 

0 0 10 7 

19 System reliability 8 5 9 10 
20 System availability 6 10 9 10 
21 Simplicity of use 8 6 10 10 

22 
Ability to generate analytical 

reports 
9 7 9 9 

23 Integration with SIEM 10 0 10 10 

24 
Notification of the administrator 
about violations of behavioral 

rules 
8 7 10 8 

Maximum number of points, taking 
into account the weighting factors 

2070 

Total number of points for systems 1495 1178 1811 –  

 
Using formulas 1 and 2, values are obtained to evaluate each 

of the compared UAM systems (Fig. 5).  
 

 

Figure 5. The results of the analysis of selecting UAM 
systems 

Thus, the best performance is shown by the UAM Teramind 
system, which has scored 8.75 points and is recommended for 
implementation as the most acceptable. 

Based on the obtained values of the evaluation of 
management and monitoring solutions, the following general 
scheme for monitoring the organization's information security 
based on the IBM QRadar SIEM system and the Teramind user 
activity monitoring system is proposed (Fig. 6). 
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Figure 6. General scheme for monitoring external and internal processes of an enterprise based on IBM QRadar and Teramind 

 

V.  CONCLUSIONS AND PROSPECTS FOR FURTHER 
RESEARCH 
The analysis of scientific literature conducted in this work has 
revealed the need for developing a methodology for selecting the 
optimal combination of software solutions and tools for effective 
monitoring of an organization’s information security. It is found 
that for effective cybersecurity, considering the specifics of each 
organization, a security management system with a set of modern 
event monitoring tools is required. To create such a system, it is 
necessary to select an effective combination of tools that can 
ensure reliable cybersecurity for the organization. 

The proposed methodology for using the expert method in 
evaluating tools, along with the refined weighting coefficient and 
the composite index based on the sum of the products of 
individual tool indicators and their priority coefficients, allows 
organizations to choose the most appropriate tools and make an 
informed decision regarding the optimal composition of the 
information security monitoring system, taking into account the 
specifics of each organization. 

The effectiveness of this methodology is confirmed by 
comparing major SIEM and UAM systems. The overall 
evaluation for each SIEM system under study is obtained by 
assessing 30 specified parameters using a sample of three 
representatives (IBM QRadar, Splunk, HPE ArcSight). 
Similarly, an overall evaluation for UAM systems is obtained 
based on 24 specified parameters of modern UAM solutions 
using a sample of three representatives, namely Ekran System, 
Mirobase, Teramind. Based on the evaluation of several 
management and monitoring solutions, a general scheme for 
monitoring an organization's information security is developed 
using the SIEM system IBM QRadar and the UAM system 
Teramind. The implementation of this scheme can allow the 

organization to improve its information security status. 
It is planned to focus further research on expanding and 

integrating the SIEM system with a Security Orchestration, 
Automation, and Response (SOAR) system. This step aims to 
further enhance effectiveness and automate the response 
processes to potential threats and information security incidents. 
The integration of SIEM and SOAR can help achieve greater 
compliance with security requirements and ensure rapid and 
coordinated response to potential threats to the organization’s 
information assets. 
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