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 ABSTRACT The incidence of crime in a city presents a challenge in the absence of trend analysis that impacts 
citizen security. The objective of this research was to analyze and visualize crime trends in the area, using the 
concepts and fundamentals of Big Data Analytics, Data Mining and Clustering, the problem is addressed with a 
quantitative approach, using the CRISP-DM process, Principal Component Analysis (PCA) and the K-Means 
algorithm for clustering. Validation is performed with the Elbow Score and the Average Silhouette method, 
ensuring the robustness of the data clustering. The results show that crimes against property, such as robbery and 
theft, are the most frequent. Four crime clusters are identified, each associated with a specific category, providing 
a detailed view of crime distribution. Comparison with previous studies highlights the effectiveness of Big Data 
technologies in reducing crime, providing a solid basis for more accurate security strategies. 
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I. INTRODUCTION 
CRIME has been a major concern in society, and in recent years 
it has been aggravated by a number of factors, including the 
pandemic and poor government management. In Latin 
America, especially in Peru, there has been a notable increase 
in crime rates and an increasingly palpable sense of insecurity 
in recent decades. In order to address this problem, an 
exhaustive search was conducted in the Web of Science and 
Scopus databases, covering articles and quantitative studies 
related to the topic of delinquency and Big Data Analytics. 

Juvenile delinquency has contributed to the increase in 
crime rates worldwide [1]. It is crucial to address this problem 
and seek solutions to reduce its incidence in society. On the 
other hand, [2] points out that criminality has experienced an 
increase due to various social and family factors, representing 
a threat to global security and development. Furthermore, data 
compiled by [3] reveal a wide variation in the prevalence of 
crime in different regions of the world, with the highest levels 
of common crime and homicides observed in the Global South, 
while organized crime is concentrated in Africa, Latin America 
and Asia. 

The American continent ranks third in crime levels 
worldwide, with high rates in the Central and South American 
sub-regions, due to the presence of the criminal market and lack 
of resilience, generating a negative impact on several aspects 

such as crime, the economy, forced displacement, human 
trafficking and smuggling [2]. Victims of crime in Latin 
America show lower trust in local police, reflecting the 
challenges in terms of trust in public institutions and the 
capacity of governments to address the consequences of crime. 
Therefore, policies that reduce victimization risks and restore 
trust in public institutions are needed to improve social welfare 
in the region [4]. 

In recent years, crime in Peru has increased significantly, 
generating a generalized sense of insecurity in the country [5]. 
This situation is reflected in crime statistics, which show a 
variety of crimes reported to police authorities. Crime in Peru 
is influenced by multiple factors, such as poverty, inequality, 
lack of access to education and employment, as well as the 
political and economic problems the country has faced [5]. The 
main groups of factors related to crime in Peru include reported 
crimes, reported misdemeanors, dismantled gangs, and family 
and sexual violence, each of which is influenced by specific 
environmental characteristics of each district [5]. During the 
period from October to December 2022, the most frequent 
complaints in the country were related to crimes against 
property, followed by complaints against public safety, life, 
body and health, and freedom [5]. Crimes against property, 
such as robbery, theft, fraud and fraud, are of particular concern 
due to their impact on society and the frequency with which 
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they are reported, which affects people's security and peace of 
mind [6]. 

Citizen insecurity in Lima-Peru has experienced a worrying 
increase due to a series of risk factors, such as economic and 
social inequality, poverty, urban design, alcohol and drug 
consumption, among others [6]. These same factors are present 
in Metropolitan Lima, where thousands of crime reports were 
registered during the last quarter of 2022, reflecting a 
worrisome situation in terms of security [6]. A 27.4% increase 
in the number of crime reports was reported in Metropolitan 
Lima in 2022 compared to the previous year. In addition, an 
increasing trend in the number of complaints was observed 
over the last two years, with districts such as Lima, San Juan 
de Lurigancho, San Martin de Porres and Comas leading the 
list [5]. These figures highlight the need to implement effective 
policies to combat crime and improve citizen security in 
Metropolitan Lima and its districts. 

The following research highlights the effectiveness of 
advanced data analysis techniques in crime prediction and 
monitoring, providing solid evidence of their positive impact 
on crime fighting. For example [7] point out that crime analysis 
requires more advanced approaches, such as data mining, due 
to the complexity of the data and their intangible relationship. 
Furthermore, in [8] they highlight that data mining allows 
discovering new insights and gaining a deeper understanding 
of criminal phenomena. By using Big Data Analytics and data 
mining techniques, it is possible to identify crime patterns more 
accurately and efficiently, which facilitates crime prevention 
and management. Likewise, in [7] they indicate that traditional 
methods of crime analysis are insufficient due to the 
exponential growth of data and the complexity of their 
relationships, which requires further research in data mining 
applied to crime analysis. Finally, in [9] they highlight that data 
mining and predictive analytics are fundamental in the fight 
against crime, as they allow the classification of crimes and the 
prediction of future criminal incidents. 

We face the challenge of addressing the lack of adequate 
tools and methodologies to analyze large amounts of crime data 
in the Lima region. The lack of these tools makes it difficult to 
make timely and effective decisions in the fight against crime.  

The objective of the research is to analyze and visualize 
crime trends in the area, using Big Data Analytics, Data Mining 
and Clustering techniques. The research is justified because it 
shows the impact of crime for the authorities that would allow 
them to prevent and fight more efficiently. We clearly 
recognize that the results of this study have the potential to 
generate a significant impact on the fight against crime, 
providing valuable information that can guide more effective 
strategies. 

II. STATE OF THE ART 
A.  DETAILED EXPLORATION OF CRIME PATTERNS IN A 
SPATIAL AND TEMPORAL CONTEXT 
The spatial and temporal analysis of crime patterns, in the 
reviewed studies, addressed various perspectives and 
techniques to understand these patterns in specific regions. In 
[10] highlights the importance of kernel density analysis, 
spatial clustering and spatial modeling, identifying areas with 
high criminal activity and evaluating the relationships between 
variables. This analysis, based on primary and secondary data, 
revealed deficiencies in police coverage in high crime areas. In 
contrast to [9] focused on data collection from news sources, 
using classification and machine learning techniques to detect 

spatio-temporal patterns, they highlight a 75% accuracy in 
crime prediction and the identification of previously 
unrecognized factors influencing crime. 

In the study [11] they conducted a comparison of methods 
for the detection of uncertain spatio-temporal crime patterns. 
Their study highlights that the probabilistic distance based 
method outperformed others, while approaches such as 
possible world and expected distance based approaches 
presented limitations and inconsistent results. In contrast with 
[12] they used statistical techniques, principal component 
analysis and hierarchical clustering in cell phone theft crime 
reports in Bogota. Their findings revealed demographic 
characteristics and temporal patterns, such as a higher 
frequency in the 25-30 age group and higher incidence in men, 
indicating the need for specific preventive strategies in areas 
identified with high crime incidence. 

B.  CRIME PREDICTION: ADVANCES IN PREDICTIVE 
METHODS 
Recent research [13] highlighted the effectiveness of 
combining deep learning and exponential smoothing 
techniques to improve crime prediction in New York, 
highlighting the superiority of this combination over other 
methodologies. This approach uses advanced analytical 
techniques, such as clustering, to identify patterns in crime data 
[14], emphasizing the prevalence of supervised learning in 
crime prediction, noting remarkable performances of artificial 
intelligence techniques; this observation highlights the use of 
the K-Means algorithm. 

On the other hand, work [15] on the generation of 
geographical profiles and prediction of crime locations using 
probability statistics methods highlights the importance of 
considering the mobility of the criminal, an aspect that could 
influence the spatial distribution of crimes. This comparison 
allows reflecting on the applicability of the approach. In 
research [16], they used machine learning techniques to predict 
crimes in Porto, linking demographic variables with crime 
rates, and analyzing sentiment on Twitter to assess the 
perception of safety. In contrast, the study [17] on crime 
prediction and classification using decision trees and Bayesian 
classification provides an alternative approach that can enrich 
our understanding of predictive techniques. 

C. DATA MINING FOR THE PREVENTION AND 
UNDERSTANDING OF CRIME 
In the field of data mining for crime prevention and 
understanding, several studies have applied varied approaches 
and techniques, [8] highlighted the effectiveness of advanced 
models such as Prophet and LSTM to identify trends and 
seasonality in crime data. On the other hand, in [18] they 
highlighted the importance of data mining techniques such as 
entity extraction and association rule mining to detect hidden 
patterns in structured and unstructured crime-related data, 
offering valuable insights into the use of clustering. 

In [7] they proposed a systematic approach using SOM and 
MLP neural networks for clustering and classification of crime 
data, stressing the need to consider spatiotemporal data and 
behavioral variables of crime for a more complete 
understanding of its dynamics. In [19], they combined fuzzy 
logic and conventional social theories to map and analyze 
criminal cases, providing a unique perspective that could enrich 
data analysis. 
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III. METHODOLOGY 
In our research, we used a quantitative, descriptive and 
predictive type of study, with the objective of describing crime 
patterns and behaviors in the Lima-Peru region. We applied the 
CRISP-DM methodology, a data mining process model that 
guided us through the stages of data exploration, variable 
selection, modeling and evaluation. We describe the data 
collection, processing and analysis of large amounts of crime 
data, through data analysis and the implementation of a neural 
network model to predict future trends. We used Big Data 
Analytics, Data Mining and Machine Learning techniques. 
 
A.  DATA COLLECTION 
Our main source of crime information comes from the Peruvian 
government's open data site [20], as reported by the Ministerio 
Público Fiscalía de la Nación in 2022. This site provides access 

to public information on various topics, including citizen 
security and reported crimes. For our analysis, we collected and 
integrated data from Lima-Peru from 2016 to 2022, which 
allowed us to examine patterns and trends over time. Data 
collection was conducted through secondary sources, mainly 
from the National Police of Peru, as also indicated by the 
Ministerio Público Fiscalía de la Nación in 2022. The National 
Police provided us with detailed information on crimes 
committed over five years. These data were obtained from 
multiple crime reports made by citizens at police stations 
nationwide and included details on the type of crime, date and 
place where it occurred, among others. 

The data collection flowchart shown in Figure 1 represents 
the process used by the Ministerio Público Fiscalía de la Nación 
to collect information from the reports. 

 

 
Figure 1. Data collection flow. Ministerio Público Fiscalía de la Nación 

 
To ensure the accuracy and reliability of the data we 

collected in the past, we implemented additional measures. We 
cross-checked the data using additional sources, such as the 
Instituto Nacional de Estadística e Informática (INEI). In 
addition, we made sure to use only official and public data 
sources for our study, which provided us with accurate and 
reliable data. 

The data library compiled from the Open Data of the 
Peruvian State was a valuable source of information in our 
study, providing a wide range of relevant variables on the 
recorded cases. This allowed us to better understand the 
reported events and their context. We used a detailed table to 
describe the variables present in the data, which facilitated the 
analysis and understanding of the characteristics of the data 
collected. 

Table 1. Description of variables 

ID Variable Data type Description 

1 𝑝𝑒𝑟𝑖𝑜𝑑𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎 Text Reporting period 

2 𝑎𝑛𝑖𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎 
Numerica

l 
Year of the report 

3 𝑓𝑒𝑐ℎ𝑎_𝑑𝑒𝑠𝑐𝑎𝑟𝑔𝑎 Text Date of data download 

4 𝑑𝑖𝑠𝑡𝑟𝑖𝑡𝑜_𝑓𝑖𝑠𝑐𝑎𝑙 Text Tax district of the report 

5 𝑒𝑠𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑑𝑎𝑑 Text Case specialty 

6 𝑡𝑖𝑝𝑜_𝑐𝑎𝑠𝑜 Text Type of case 

7 𝑔𝑒𝑛𝑒𝑟𝑖𝑐𝑜 Text Generic category of the case 

8 𝑠𝑢𝑏𝑔𝑒𝑛𝑒𝑟𝑖𝑐𝑜 Text Sub-generic case category 

9 𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑜 Text Article related to the report 

10 𝑑𝑒𝑠_𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑜 Text Description of the article 

11 𝑐𝑎𝑛𝑡𝑖𝑑𝑎𝑑 
Numerica

l 
Amount related to the report 

12 𝑢𝑏𝑖𝑔𝑒𝑜_𝑝𝑗𝑓𝑠 
Numerica

l 
Supraprovincial Prosecutor's 

Office Location 

13 𝑑𝑝𝑡𝑜_𝑝𝑗𝑓𝑠 Text 
Department of Supraprovincial 

Prosecutor's Office 

14 𝑝𝑟𝑜𝑣_𝑝𝑗𝑓𝑠 Text 
Province of the Supra-

provincial Public Prosecutor's 
Office 

15 𝑑𝑖𝑠𝑡_𝑝𝑗𝑓𝑠 Text 
District of the Supraprovincial 

Public Prosecutor's Office 

16 𝑓𝑒𝑐ℎ𝑎_𝑐𝑜𝑟𝑡𝑒 Text Cut-off date of the report 

17 𝑓𝑒𝑐ℎ𝑎_𝑑𝑒𝑠𝑐𝑎𝑟𝑔𝑎 Text Date of data download 
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B.   DATA PREPARATION 
In our study, data preparation played a crucial role, as 
mentioned by [21]. According to the author, in predictive 
modeling projects, machine learning algorithms learn by 
mapping input variables to a target variable. However, these 
algorithms cannot work directly with raw data. Therefore, it 

was necessary to transform the data to meet the specific 
requirements of each algorithm. 

Figure 2 provides a detailed overview of the crucial steps 
followed during the data preparation process prior to data 
analysis. 

 

 
Figure 2. Data preparation 

 
An exhaustive review of the columns that made up the data 

set in question was carried out, and those columns that lacked 
relevance in the context of the analysis undertaken were 
identified and subsequently eliminated; this action was carried 
out with the aim of purifying the data set and retaining only 
those variables that had a relevant informative value for the 
study. 

Subsequently, we proceeded to evaluate the presence of 
missing values within the data set. In this process, we identified 
the cells that lacked information and designed a management 
strategy according to the amount of missing data and the 
relevance of these values in the analysis. In instances where the 

amount of missing data was minimal compared to the total 
volume of data, the corresponding rows were excluded. 
However, in cases where the absence of data was substantial, 
imputation techniques based on statistics or models were 
implemented to accurately and reliably fill in the missing 
values. 

Once the missing values treatment stage was completed, a 
rigorous detection and correction of outliers within the data set 
was carried out. This process was based on the calculation of 
descriptive statistics, such as mean, median and standard 
deviation. In addition, visualization techniques, including 
histograms, box plots and scatter plots, were used to identify 
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possible outliers. In cases where outliers were identified, a 
thorough evaluation of their relevance in the context of the 
study was carried out, determining whether their exclusion or 
treatment was appropriate, always taking into account the 
specific context of the research. 

Finally, an exhaustive verification of the consistency and 
validity of the data was carried out. This phase involved a 
meticulous examination of the columns to ensure that they 
complied with the predefined constraints and conditions. For 
example, the correct formation of dates, the validity of 
numerical values within established ranges and the 
appropriateness of the categories present in the columns were 
verified. In cases where inconsistent or invalid data were 
identified, corrections or deletions were applied as necessary. 

C.   DATA CLEANING 
In our research work, we recognize the importance of data 
cleaning as a fundamental step in the process of preparing data 
for further analysis [21]. For this study, we focused on a data 
set consisting of 9363 rows and 17 columns. 

Figure 3 provides a detailed overview of the fundamental 
process of data cleaning, a crucial step in data preprocessing. 
This essential step is responsible for cleaning and structuring 
the data, ensuring the quality and reliability of the information 
that will later be subjected to analysis. Through a graphical 
representation, the different phases and techniques employed 
in this process are illustrated, providing a clear visual guide on 
how to approach the rigorous preparation of data prior to 
subsequent analysis and modeling. 

 

 
Figure 3. Data cleaning 

 
During the cleaning and preprocessing of the database, we 

performed several operations to ensure the quality and 
consistency of the data, as a result, we obtained a final table 
organized into two categories: categorical variables and 
numerical variables. 

In the case of the categorical variables, these contained 
descriptive information related to the reported cases, for these 
variables, we performed the following actions: we verified the 
existence of duplicate records and eliminated them to ensure 
the uniqueness of the data. In addition, we reviewed the 
categorical variables for spelling errors, inconsistencies or 
discrepancies, correcting them and normalizing the values to 
achieve consistency and uniformity in the data. We also 
evaluated the relevance of each categorical variable in terms of 

our research objectives, eliminating those that did not provide 
meaningful information. For example, we recorded the tax 
district where the report was made, the specialty associated 
with the case, the type and generic category and specific 
subcategory of the case, as well as the description of the article 
related to the reported case. In addition, we collected 
geographic information, such as the department, province and 
geographic district related to the reported case. These 
categorical variables allowed us to classify and organize the 
reported cases according to different relevant characteristics. 

The numerical variables reflected quantitative aspects of 
the reported cases. We performed the following actions: we 
identified records with missing values and addressed them by 
eliminating the records or imputing values according to the 
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context and percentage of missing values; we examined the 
numerical values for outliers, eliminating or correcting them to 
avoid bias in the results; and we applied normalization 
techniques to ensure a comparable scale and facilitate 
interpretation. The numerical variables recorded included the 
number of reported cases, which measures the incidence of 
each type of case, and the article number related to the case, 
facilitating its reference and classification according to the 
corresponding legislation. 

 
D.   FEATURE SELECTION 
In our methodology, we rely on the recommendations of [21] 
on the importance of feature selection in the development of 
predictive models. This process is essential and aims to reduce 
the number of input variables, thus improving model 
performance and computational efficiency. Statistical based 
methods are used to evaluate the relationship between the input 
variables and the target variable, selecting those that are most 
relevant. 

We used two approaches in feature selection: a supervised 
one based on the target variable, and an unsupervised one 
independent of the target variable. Both approaches allowed 
us to identify the most significant variables and to discard 
those that had a limited impact on our predictions. 

During the feature selection process, we employ statistical 
measures of correlation between input and output variables. 
The input variables are those used as input to our model, 
while the output variables are those that we attempt to predict. 
We took into account the type of output variable, whether it is 
a regression or classification problem, when applying the 
appropriate techniques. 

Steps for variable selection with Principal Component 
Analysis (PCA) technique 

Step 1: Data preparation 
To calculate the covariance matrix between the specific 

numerical variables, each variable has been denoted as 
follows: 

Table 2. Numeric variables 

ID Variable Type Denotation 

2 𝑎𝑛𝑖𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎 Numerical PART N° (𝑋ଵ) 

11 𝑐𝑎𝑛𝑡𝑖𝑑𝑎𝑑 Numerical SQUARE (𝑋ଶ) 

12 𝑢𝑏𝑖𝑔𝑒𝑜_𝑝𝑗𝑓𝑠 Numerical SQUARE (𝑋ଷ) 

 
Step 2: Data normalization (Standardization) 
In this step, the numerical variables were normalized before 

applying PCA, in order to ensure that all variables have the 
same scale. The standardization technique was used, which 
consists of subtracting the mean and dividing by the standard 
deviation of each variable. 

The study worked with the following numerical variables: 
𝑎𝑛𝑖𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎, which represents the year in which the report 
was made; 𝑐𝑎𝑛𝑡𝑖𝑑𝑎𝑑, which indicates the frequency of reports; 
and 𝑢𝑏𝑖𝑔𝑒𝑜_𝑝𝑗𝑓𝑠, the location code of the Supraprovincial 
Prosecutor's Office. These numerical values, having different 
ranges and magnitudes, needed to be standardized to facilitate 
the analysis and prevent the variables with higher ranges from 
disproportionately influencing the PCA. 

Standardization was applied as follows: the numerical 
variables to be standardized were selected:  𝑎𝑛𝑖𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎, 
𝑐𝑎𝑛𝑡𝑖𝑑𝑎𝑑, and 𝑢𝑏𝑖𝑔𝑒𝑜_𝑝𝑗𝑓𝑠. Then, for each variable, the 
mean and standard deviation were calculated. For example, for 
the variable quantity, the mean (𝜇) and standard deviation (𝜎) 
were determined. The z-score standardization formula was 
used to transform the values of each variable. 

 
𝑧  =   (𝑥 −  𝜇)  /  𝜎, 

 
Where: 

● 𝑧 : is the standardized value. 
● 𝑥 : is the original value of the variable. 
● 𝜇 : is the mean of the variable. 
● 𝜎 : is the standard deviation of the variable. 

 
This formula was applied to each observation in the 

variables 𝑎𝑛𝑖𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎, 𝑐𝑎𝑛𝑡𝑖𝑑𝑎𝑑, and 𝑢𝑏𝑖𝑔𝑒𝑜_𝑝𝑗𝑓𝑠, 
transforming these data to a common scale with a mean of 0 
and a standard deviation of 1. 

After standardization, the data were transformed to a 
uniform scale. This allowed PCA to identify the principal 
components that captured the most variance in the data without 
any dominant variable biasing the analysis. By applying PCA 
on the standardized data, the principal components reflected a 
balanced combination of the numerical variables, facilitating 
effective dimensionality reduction and better interpretation of 
patterns in the crime data. 
 
Step 3: Calculation of the covariance matrix 
In this step, the covariance matrix was calculated to capture 
the linear relationships between the variables. To calculate the 
covariance matrix, the standardized data of 𝑎𝑛𝑖𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎, 
𝑐𝑎𝑛𝑡𝑖𝑑𝑎𝑑, and 𝑢𝑏𝑖𝑔𝑒𝑜_𝑝𝑗𝑓𝑠 were used. 

The formula used to calculate the covariance between two 
variables X and Y was as follows: 
 

𝐶𝑜𝑣(𝑋, 𝑌) =  
∑ (𝑋௜ − 𝜇௑)(𝑌௜ − 𝜇௒)௡

௜ୀଵ  

𝑛 −  1
, 

 
Where: 

● 𝑋௜ and 𝑌௜ : are the individual values of variables 𝑋 and 
𝑌 respectively. 

● 𝜇௑ and 𝜇௒ : are the means of variables 𝑋 and 𝑌 
respectively. 

● 𝑛 : is the total number of observations. 
 

Using this formula, the covariances between all 
combinations of pairs of variables were calculated to obtain the 
covariance matrix. In this case, a covariance matrix of size 8x8 
was obtained, where each element represented the covariance 
between two variables. 

For example, if a high positive covariance is found between 
𝑐𝑎𝑛𝑡𝑖𝑑𝑎𝑑 and 𝑎𝑛𝑖𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎, his would indicate that an 
increase in the frequency of reports (𝑐𝑎𝑛𝑡𝑖𝑑𝑎𝑑) could be 
associated with an increase in the year in which the reports 
were made (𝑎𝑛𝑖𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎). This information is crucial for 
understanding the relationships between the variables and 
facilitates the interpretation of the principal components. 
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Once the covariance matrix was calculated, it was 
decomposed to find the eigenvectors and eigenvalues, which 
define the directions in which the data show the greatest 
variability. The projection of the normalized data on these new 
axes allows the dimensionality of the data set to be reduced 
while retaining most of the variability. 
 
E.   DATA TRANSFORMATION 
Within the framework of the methodology employed, multiple 
data transformation techniques were carried out in order to 
improve the quality and ease of analysis of the data set in 
question. One of the techniques applied consisted of coding 
categorical variables using the method known as "One-Hot 
Encoding", which allowed the conversion of the original 
variables into numerical variables. In this process, separate 
columns were generated for each category present in the 
categorical variables. 

As an example, in the case of the variable 
called"𝑑𝑖𝑠𝑡𝑟𝑖𝑡𝑜_𝑓𝑖𝑠𝑐𝑎𝑙", which represented the tax district 
where the report was made, binary columns were created 
corresponding to each of the tax districts, indicating the 
presence or absence of each district in each case analyzed. This 
same approach was systematically applied to the variables 
"𝑒𝑠𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑑𝑎𝑑", "𝑡𝑖𝑝𝑜_𝑐𝑎𝑠𝑜", "𝑔𝑒𝑛𝑒𝑟𝑖𝑐𝑜", "𝑠𝑢𝑏𝑔𝑒𝑛𝑒𝑟𝑖𝑐𝑜", 
"𝑑𝑒𝑠_𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑜", "𝑑𝑒𝑝𝑎𝑟𝑡𝑎𝑚𝑒𝑛𝑡𝑜_𝑝𝑗𝑓𝑠", "𝑝𝑟𝑜𝑣𝑖𝑛𝑐𝑖𝑎_𝑝𝑗𝑓𝑠" 
and "𝑑𝑖𝑠𝑡𝑟𝑖𝑡𝑜_𝑝𝑗𝑓𝑠". 

This transformation made it possible to manipulate 
numerical variables that representatively reflected the original 
categorical variables, simplifying their analysis and 
comparison in the context of the data set. The availability of 
these numerical variables allowed the application of analysis 
and modeling techniques that require data in numerical format, 
including machine learning algorithms and data visualization 
techniques. 

Additionally, to carry out the normalization, we started with 
the identification and correction of outliers in the actual 
numerical data set. This was done following a systematic 
approach based on descriptive statistical analysis. Key 
descriptive statistics were calculated, including the first 
quartile (𝑄ଵ) and third quartile (𝑄ଷ) of the numerical variable 
of interest, represented as column X in this context. These 
quartiles provide insight into the distribution of the data and 
establish a basis for anomaly detection. 

Next, the Interquartile Range (𝐼𝑄𝑅) was calculated, which 
is defined as the difference between 𝑄ଷ and 𝑄ଵ: 
 

𝐼𝑄𝑅 =  𝑄ଷ − 𝑄ଵ. 
 

Using the 𝐼𝑄𝑅, limits were defined to identify outliers. 
Values less than the 𝐿𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 or greater than the 
𝑈𝑝𝑝𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 were considered outliers. These limits were 
calculated using the following formulas: 
 

𝐿𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 =  𝑄ଵ  − (1,5 ∗   𝐼𝑄𝑅), 
 

𝑈𝑝𝑝𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 =  𝑄ଷ  +  (1,5 ∗   𝐼𝑄𝑅). 
 

The outliers detected in column 𝑋 were those that fell below 
the Lower Limit or above the Upper Limit. To ensure that these 
outliers did not negatively affect the analysis, they were 
corrected. The correction technique consisted of replacing the 
outliers by the median of column 𝑋. The median, represented 

as 𝑀, was calculated for column 𝑋 and was used to update any 
outliers: 
 

𝑖 =  𝑀, 
 
where 𝑖 represents an outlier in column 𝑋 that is less than the 
𝐿𝑜𝑤𝑒𝑟 𝑙𝑖𝑚𝑖𝑡 or greater than the 𝑈𝑝𝑝𝑒𝑟 𝑙𝑖𝑚𝑖𝑡. 

For example, for the quantity variable, a detailed process 
was followed to ensure its accuracy and representativeness. 
The first and third quartiles were calculated and the 
interquartile range was determined. With the 𝐼𝑄𝑅, limits were 
established to identify outliers. Values outside these limits were 
considered outliers and corrected by replacing them with the 
median amount. This ensured a more robust and less biased 
data distribution, allowing for a more accurate representation 
of the frequency of complaints. 

Table 3 provides clear criteria for the exclusion of outliers 
within the data set. Each step described in the table corresponds 
to a systematic method for identifying and correcting for these 
values, thus ensuring the accuracy of the analysis in the context 
of the study. 

Table 3. Exclusion criteria 

ID Variable Outlayer 

11 𝑐𝑎𝑛𝑡𝑖𝑑𝑎𝑑 

Step 1 : Calculate the interquartile 
range (𝐼𝑄𝑅). 

Step 2 : We define the limits to 
identify outliers. 

Step 3 : We identify the outliers in our 
data. 

Step 4 : To correct the outliers, we 
replace these outliers with the median 

of the data set. 

 
Figure 4 illustrates the Variable Normalization Process, 

which systematically addresses data handling and 
transformation. 

 

 

Figure 4. Normalization process for categorical variables 
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This process begins with reading the CSV file, followed by 
obtaining detailed information about the types of data. Next, 
the discretization of numerical variables is performed to group 
the data into defined intervals. Subsequently, categorical 
variables are transformed using coding techniques to facilitate 
their analysis. Finally, normalization is applied to the numerical 
variables, standardizing their values to ensure a uniform scale 
in the data set. 

Table 4 provides a clear view of the original variables that 
have been converted into numerical format using coding 
techniques. Each entry in the table corresponds to a categorical 
variable that has been transformed to facilitate its analysis in 
the context of the study. 

Table 4. Transformed categorical variables of the study 

ID TRANSFORMED VARIABLES 

1 𝑝𝑒𝑟𝑖𝑜𝑑𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 

4 𝑑𝑖𝑠𝑡𝑟𝑖𝑡𝑜_𝑓𝑖𝑠𝑐𝑎𝑙_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 

5 𝑒𝑠𝑝𝑒𝑐𝑖𝑎𝑙𝑖𝑑𝑎𝑑_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 

6 𝑡𝑖𝑝𝑜_𝑐𝑎𝑠𝑜_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 

7 𝑔𝑒𝑛𝑒𝑟𝑖𝑐𝑜_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 

8 𝑠𝑢𝑏𝑔𝑒𝑛𝑒𝑟𝑖𝑐𝑜_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 

9 𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑜_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 

10 𝑑𝑒𝑠_𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑜_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 

13 𝑑𝑝𝑡𝑜_𝑝𝑗𝑓𝑠_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 

14 𝑝𝑟𝑜𝑣_𝑝𝑗𝑓𝑠_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 

15 𝑑𝑖𝑠𝑡_𝑝𝑗𝑓𝑠_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 

 
Table 4 shows how the study's categorical variables were 

transformed into numerical format using the coding method. 
Each original variable, such as 𝑝𝑒𝑟𝑖𝑜𝑑𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎 and 
𝑑𝑖𝑠𝑡𝑟𝑖𝑡𝑜_𝑓𝑖𝑠𝑐𝑎𝑙, was converted to a numerical representation 
through the "One-Hot Encoding" technique. This 
transformation allowed variables such as 
𝑝𝑒𝑟𝑖𝑜𝑑𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 and 𝑑𝑖𝑠𝑡𝑟𝑖𝑡𝑜_𝑓𝑖𝑠𝑐𝑎𝑙_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 
to be processed in analysis models and statistical algorithms. 

 
F. CLUSTERING 
To classify crimes, we employed the k-means algorithm, a 
widely recognized clustering technique. This algorithm groups 
crimes into k clusters, where k is a user-defined parameter. 
Each crime is assigned to the cluster whose centroid is the 
closest in terms of Euclidean distance. 

APPLICATION OF EUCLIDEAN DISTANCE 
To calculate the Euclidean distance between two points 𝑝 and 
𝑞, we use the transformed variables. For example, in a two-
dimensional space using 𝑝𝑒𝑟𝑖𝑜𝑑𝑜_𝑑𝑒𝑛𝑢𝑛𝑐𝑖𝑎_𝑒𝑛𝑐𝑜𝑑𝑒𝑑  and 
𝑑𝑖𝑠𝑡𝑟𝑖𝑡𝑜_𝑓𝑖𝑠𝑐𝑎𝑙_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 , points 𝑝 and 𝑞 represent the 
observations with these variables. The Euclidean distance is 
calculated as: 
 

𝑑(𝑝, 𝑞) = ඥ(𝑝ଵ − 𝑞ଵ)ଶ + (𝑝 − 𝑞)ଶ . 

 
This equation is generalized for a space with all variables 

transformed (𝑛 dimensions): 
 

𝑑(𝑝, 𝑞)

= ඩ෍(𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒_𝑒𝑛𝑐𝑜𝑑𝑒𝑑௜,௣ − 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒_𝑒𝑛𝑐𝑜𝑑𝑒𝑑௜,௤ )ଶ

௡

௜ୀଵ

.  

HANDLING OF CATEGORICAL VARIABLES 
For categorical variables, we created a set of dummy variables. 
For example, 𝑑𝑖𝑠𝑡𝑟𝑖𝑡𝑜_𝑓𝑖𝑠𝑐𝑎𝑙 was transformed into 
𝑑𝑖𝑠𝑡𝑟𝑖𝑡𝑜_𝑓𝑖𝑠𝑐𝑎𝑙_𝑒𝑛𝑐𝑜𝑑𝑒𝑑 . We represent the original data in a 
matrix 𝑋 , where each row 𝑖 is an observation and each column 
𝑗 s a transformed categorical variable. The matrix 𝑋  has 
dimensions (𝑚, 𝑛), where 𝑚 is the number of observations and 
𝑛 the number of transformed categorical variables. 

SELECTION OF THE NUMBER OF CLUSTERS 
For categorical variables, we use the Hamming distance, which 
measures the number of positions in which two categorical 
variables differ. We tested different values of 𝑘 and used the 
Silhouette Score method to determine the quality of the 
clustering. We calculated the sum of Hamming distances 
within each cluster and selected the value of 𝑘 that minimizes 
this sum. 

EVALUATION METRIC 
The Hamming distance between two partitions 𝐴 and 𝐵 is 
calculated as: 
 

𝐻(𝐴, 𝐵) =
ଵ

௡
∑ 𝐼(𝐴௜ ≠ 𝐵௜)௡

௜ୀଵ , 

 
where 𝑛 is the total number of elements, 𝑚௜ is the number of 
elements sharing the same group in both partitions, 𝐴௜ and 𝐵௜  
are the sets representing the groups in partitions 𝐴 and 𝐵, 
respectively. 

EVALUATION METRIC 
We use the silhouette coefficient to determine the optimal 
number of clusters. The silhouette value is calculated as: 

 

𝑠(𝑖) =
௕(௜)ି௔(௜)

௠௔௫(௔(௜),௕(௜))
, 

 

where 𝑎(𝑖) is the average distance between 𝑖 and the other 
points in the same cluster, and 𝑏(𝑖) is the average distance 
between 𝑖  and the points in the nearest cluster. 

APPLICATION OF THE K-MODES ALGORITHM 
We use the K-modes algorithm to find the centroids of the 
clusters and assign each observation to the nearest cluster in 
terms of the transformed categorical variables. The centroid 
matrix 𝐶 has dimensions (𝐾, 𝑛), where 𝐾 is the number of 
clusters and 𝑛 is the number of transformed variables. We 
perform cluster assignment using the Hamming distance 
between each observation 𝑥௜ and each centroid 𝑐௞, and assign 
𝑥௜ to the cluster with the smallest Hamming distance. The 
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assignment matrix 𝐴 has dimensions (𝑚, 1), where 𝑚 is the 
number of observations. 

To quantify the internal variance of a cluster (𝑊(𝐶௞)), we 
use the following metrics: 

 

𝑊(𝐶௞) =
1

∣ 𝐶௞ ∣
෍ (𝑥௜ , 𝑐௞)

⬚

௜∈஼ೖ

𝑑 

 
where 𝑑(𝑥௜ , 𝑐௞) is the Hamming distance between observation 
𝑥௜ and centroid 𝑐௞, and ∣ 𝐶௞ ∣ is the number of observations in 
cluster 𝑘. 

III. RESULTS 
In this study, we conducted an investigation on crime in Lima-
Peru using Big Data Analytics, Data Mining and Clustering 
techniques. We show the identification of patterns and 
relationships in the crime data, facilitating the identification of 
homogeneous groups of crimes, then we present the findings 
and their relationship with the research objective, as well as 
their comparison with previous studies. 

For the validation we considered the preprocessed and 
reduced data set, from 48,000 records to 500 records. Figure 5 
shows the result of the application of Principal Component 
Analysis (PCA), where the dimensionality of 17 variables has 
been reduced to 15, which simplified the complexity of the data 
set. 

 

Figure 5. Results of applying PCA to the categorical 
variables. 

DATA ANALYSIS 
We applied the clustering technique using the K-Means 
algorithm. We used the Elbow Score method to determine the 
optimal number of clusters, finding that 𝑘 = 4 was the ideal 
number. This clustering structure proved effective, allowing us 
a more accurate and meaningful understanding of the data 
distribution. Figure 6 shows the use of the Average Silhouette 
method to identify the optimal number of clusters. 
 

 

Figure 6. Average Silhouette method to identify the optimal 
number of clusters. 

 

FINDINGS AND DISCOVERIES 
In the analysis and discovery of crime clusters in Lima-Peru, 
shown in Figures 7, 8 and 9, cluster 0 – crimes against property, 
cluster 1 – crimes against life, body and health, cluster 2 – 
crimes against public safety and cluster 3 – crimes against 
public administration. 

Cluster 0 – Crimes against property: This cluster represents 
crimes such as robberies and thefts, being the group with the 
highest incidence. This suggests a significant concern in the 
region regarding property security. It is crucial that the 
authorities and the community focus their efforts on prevention 
and security to address this issue. Figure 7 illustrates the 
number of crimes by type in this cluster. 

 

 
Figure 7. Number by type of crimes by cluster 

Cluster 1 – Crimes against Life, Body and Health: This 
cluster includes homicides, injuries and assaults. Although less 
frequent than crimes against property, these crimes are of great 
importance due to their seriousness. Strategies should be 
implemented to reduce this type of crime and ensure the safety 
of citizens in Lima. Figure 8 presents a scatter plot of the 
classification of these crimes. 

 

 
Figure 8. Crime classification scatter plot. 

Cluster 2 – Crimes Against Public Safety: This cluster 
comprises crimes such as riots and public disorder. Although it 
is the least frequent cluster, its impact on overall community 
safety should not be underestimated. Addressing these crimes 
is essential to maintaining a safe and peaceful environment. 
Figure 9 shows a scatter plot of the classification of these 
crimes. 

 

 
Figure 9. Scatter plot of crime classification. 
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Cluster 3 – Crimes Against Public Administration: This 
cluster includes crimes such as corruption and abuse of 
authority. Although less common than the other clusters, the 
presence of these crimes is a serious issue that requires 
attention. It highlights the importance of promoting integrity 
and transparency in the public sector and ensuring the 
accountability of authorities. 

Our findings provide a clear picture of crime patterns, 
highlighting priority areas for security interventions and public 
policy. These results can serve as a basis for future research and 
crime prevention strategies in the region. 

III. DISCUSSION 
A. COMPARISON WITH PREVIOUS STUDIES 
Compared to previous studies in the state of the art, the 
methodology employed in our research stands out for its 
comprehensive approach to address the problem of crime 
analysis in the Lima region. Unlike some studies that focus 
exclusively on standard Machine Learning algorithms, as 
observed in the research of [22], our research leverages CRISP-
DM methodology and Big Data Analytics techniques to 
perform a comprehensive exploration of crime patterns. 

Regarding the results obtained, our findings agree with the 
observations of [23] in terms of variability in crime types in 
urban contexts. However, unlike their purely descriptive 
approach, our research incorporates the application of 
clustering algorithms, such as K-means and K-modes, to 
identify specific clustering patterns in the data. This represents 
a significant advance, as it allows for a more precise and 
detailed categorization of crimes, overcoming the limitations of 
traditional descriptive methods. 

Regarding data preparation, our methodology shares 
similarities with that proposed in [21], who advocated a 
rigorous approach to data cleaning and standardization to 
ensure the quality of the results. In the research they recognize 
the importance of data preparation as a critical phase in the 
analytical process. However, our research goes further by 
incorporating specific techniques, such as the use of PCA for 
feature selection, providing a more advanced methodology 
specific to our context. 

In terms of contrasting strategies, the implementation of the 
CRISP-DM methodology in our research shares similarities 
with the approach proposed by [11], in the study they recognize 
the importance of a structured framework to guide the 
exploration, modeling and evaluation phases. However, our 
research differs by incorporating additional techniques, such as 
Hamming distance in the clustering process, allowing a more 
precise adaptation to the categorical nature of certain variables. 

In terms of experimental design, our choice of a quantitative 
and predictive approach coincides with the recommendations 
of [24], who advocated the application of Machine Learning 
models to improve predictive capability. Despite this 
similarity, our research distinguishes itself by including a 
clustering strategy that reveals hidden patterns in the data, thus 
providing additional insight into crime dynamics. 

B. LIMITATIONS AND AREAS FOR IMPROVEMENT 
It is important to highlight the limitations and possible areas for 
improvement in our study, the test of our research focused on 
data from the Lima region of Peru, the results revealed reflect 
the current state of crime in that region, however, it is possible 
to apply the same procedures and techniques for other regions 
and/or other countries.  

IV. CONCLUSIONS AND FUTURE WORK 
The application of Big Data Analytics, Data Mining and 
Clustering in the analysis of crime data in Lima has provided 
deep insights into criminal dynamics. These approaches 
enabled the identification of patterns crucial to understanding 
the underlying factors influencing crime, significantly 
improving the understanding of specific crimes in the region. 
Addressing this issue is vital for security and quality of life, as 
a deeper understanding of crime trends allows for anticipating 
scenarios and adopting preventive measures, contributing to 
the reduction of crime incidence and a safer environment for 
citizens. 

Data preprocessing and Principal Component Analysis 
(PCA) were applied to reduce dimensionality and improve the 
efficiency of the analysis. Finally, four clusters were identified, 
each one representing different types of crimes, which allowed 
a detailed and precise categorization of them. 

As future work it is possible to replicate the same 
procedures to discover crimes in another country or another 
region, being the hypothesis that data mining and machine 
learning techniques will efficiently allow the discovery of 
knowledge in the security sector and welfare of citizens. 
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