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 ABSTRACT The research is devoted to the study of information in complex networks, namely: calculation of 
statistical characteristics and cluster analysis of data. Special software (crawler) was developed for direct data 
collection from the web space. In addition, a new structure of information technology has been developed for the 
collection, processing, and storage of large volumes of data collected from the web space. With the help of this 
structure, statistical characteristics of different segments of the web space (Ukrainian – edu.ua, Polish – edu.pl and 
Israeli – ac.il) are studied and their cluster structure is studied. The study of the cluster structure of web space 
zones was carried out using the spectral clustering algorithm of РІС (Rower iteration clustering). The results of 
the search for the optimal number of clusters using the "elbow" method and the k-Core decomposition method are 
presented, graphs illustrating the cluster structure of the investigated subnets are drawn. The paper also proposes 
a new approach to solving the problem of clustering and finding the optimal number of clusters when clustering 
objects are given by unstructured data (graphs) based on the spectral analysis of the stochastic matrix of the given 
graph. On this basis, a new method developed by the authors for determining the optimal number of clusters is 
proposed. Model examples are given and testing of the new method based on Monte Carlo simulation is performed. 
The optimal number of clusters was found by four methods: the "elbow" method, the k-core decomposition 
method, the silhouette method, and a new method developed by the authors. A conclusion is made concerning the 
accuracy of the developed new method, its advantages and disadvantages. 
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I. INTRODUCTION 
ODAY, many scientific publications are devoted to the 
statistical cluster analysis of large volumes of data. A 

significant number of these publications study the structure and 
characteristics of the web space [1-5]. Most often, the structure 
of such data is presented using a graph. This approach turned 
out to be very successful for studying the characteristics of 
complex networks. Considering the web space as a directed 
graph, when static pages were taken as nodes, and the links 
between these pages were taken as arcs, [6] proved that the 
www space is a scale-free network. Similar studies were carried 
out in [3-11], which proved the high level of the worldwide 
network development. This was confirmed by the authors of 
[12], who studied the statistical characteristics of the national 
web domains of Brazil, Chile, Greece, Korea, and Spain. As for 
the Ukrainian segment of the web space, insufficient attention 
is paid to these issues [1, 13]. Nevertheless, based on the 
ensemble of the results of the above listed studies, it was 
possible to depict the structure of the web space [11-15]. 

However, collection and analysis of statistical 
characteristics of the huge data sets that characterize the 

modern web is becoming increasingly difficult: it is not easy to 
process millions of nodes with their connections and internal 
links. Therefore, in this study the clustering process to process 
such data will be used. One of the tasks of clustering consists 
in the reduction of the data dimensionality according to the 
characteristics by which objects are classified. The idea of all 
clustering methods is that the objects located in a specific 
cluster should be as similar as possible in terms of semantics. 
A large number of data partitioning approaches have been 
based on the clustering process [16-18]. 

Considering all the above, it is clear that clustering of large 
volumes of data greatly simplifies their analysis for various 
tasks: identification of the structure of a set of objects; 
simplification of further analysis of data arrays in order to make 
the necessary decisions; reduction of the amount of data storage 
in the case of an excessively large sampling; selection of 
atypical objects, which by their characteristics do not belong to 
any of the clusters, etc. Thus, the task set can be considered as 
a problem of clustering in Big Data, using limit theorems based 
on the theory of random matrices [19, 20]. These theoretical 
calculations can be used to divide Smart Grid systems into 
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parts. 
In all such cases, an adjacency matrix is built based on the 

initial data, which is then examined using various clustering 
methods. For example, in works [21-25] such studies were 
carried out with the involvement of spectral clustering 
methods. 

However, for their work the most popular clustering 
methods require to enter the number of clusters, into which the 
original data set should be divided. In some problems this is not 
an issue, but very often there are cases where this quantity is 
unknown. There are also many methods for determining the 
"optimal" number of clusters, but there may arise certain issues 
in comparing the results of their work, prospects, ease of use 
and other characteristics. 

Based on the above, the main aim of this study is to compare 
the effectiveness of different methods for determining the 
optimal number of clusters in the data set: the "elbow" method 
and k-core decomposition. 
We also proposed a new method for finding the optimal number 
of clusters. The new method for determining the optimal 
number of clusters is based on the spectral decomposition of 
the transition matrix for the Markov process corresponding to 
the graph. 

II. METHODS OF RESEARCH 
To achieve the set goal, the following tasks were performed. 

1. Collecting and summarizing information from web 
pages. To perform this task, we developed special software (the 
Java programming language was used), a detailed description 
of which can be found in [26]. The basis of this system is the 
crawler, the architecture of which is presented in Fig. 1. 

 

Figure 1. Generalized architecture of the developed crawler 
for collecting information from web pages 

The developed software is completely controlled by the 
settings before starting work – this is its main advantage. The 
user can specify a list of web page addresses – entry points, and 
if necessary, the indexing depth, etc., which allows to fully 
control the process of searching and indexing pages, as well as 
calculating the main statistical parameters of the network under 
study. A brief description of functionality of the modules 
presented in Fig. 1 is as follows: 

• Downloader – downloads the content of the page by the 
specified URL, processes the header of the request by the page. 

• Content parser – parses the content of the downloaded 

web page, highlighting the structure of html-tags and the 
information being inside the tags. 

• Link extractor (link receiver) – finds and extracts links 
from the content of the downloaded page, taking into account 
external and internal links. 

• Url resolver (link processor) – transforms received links 
according to the rules of link normalization. Such 
transformations prevent the same resources from being 
downloaded more than once. 

• Business module – ensures the preservation of the 
appropriate link structure in the database. 

• Url manager (link manager) – generates a list of links for 
downloading. 

• Database – used to save the web graph, i.e. pages, their 
link structure, various statistics. MySQL DBMS was used as a 
database management system. 

Moving through the given web pages, the program collects 
the structure of links to other pages, analyzing the links that are 
on the web pages and the connections between these pages. The 
results of the investigation are written to the database, and the 
crawler moves on to the next entry point. If this "wandering" 
results in coming across a page that is already in the database, 
then re-examination is not carried out, only a new connection 
is added.  

2. Presentation of the information collected by the crawler 
in the form of a graph. This task is performed using the GrafX 
framework on the Spark open source cluster computing system 
[27]. For the studies subnet, the degree of each node is 
established, the clustering coefficient is determined, and the 
probability distributions of nodes are constructed based on 
input and output connections. By combining the calculated 
dependencies for the input and output subnets, we can obtain 
the statistical characteristics of the undirected graphs of the 
web pages of the studied zones of the web space. 

3. Determination of the optimal number of clusters and 
their centers by the chosen method. After constructing the 
graph, we use the selected methods (k-Core decomposition [28] 
or the "elbow" method [29, 30]) to determine the optimal 
number of clusters and cluster centers for the studied segment 
of the web space. 

To implement the "elbow" method, we used MLib 
(Machine Learning Library) from the Spark framework. It 
involves the following steps [30]: 

• k-means clustering is performed, while the value of the 
penalty function is calculated and recorded. 

• A graph of the dependence of the penalty function on the 
given number of clusters is constructed. 

• We select the number of clusters at which the greatest 
bend in the graph occurs. This number will be the optimal 
number of clusters. 

Another way to determine the optimal number of clusters is 
the k-Core decomposition method. 

GraphX on Spark was also used for this. Such a 
decomposition enables to quickly find the core of the graph, 
that is, the maximally connected subgraph, in which each 
vertex is connected to at least k vertices in the subgraph. The k-
core schedule is often used in large-scale network analysis. 
This is an O(m) algorithm, where m is the number of threads in 
non-parallel calculations [28]. Its main goal is to find a strong 
subgroup, the members of which play the role of 
communicators on the graph. Each node in the subgraph should 
have at least k degree. 

k-Core decomposition has the following properties: 
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The pseudocode of the method looks like this: 

Procedure k-core decomposition  
1: Input  
2:  Graph: data in vertex is (degree, bool)  
3: Output  
4:  Graph: data in vertex is K  
5: Pseudo Code  
6: While  
7:         Initial the Pregel send initial 
MSGs to all node  
8:         Graph.Vertex update (intitial 
MSGs) 
9:         MSGs = message merge (all 
message sent)  
10:       While messages.count > 0  
11:                Graph.Vertex update 
(messages) 
12:                MSGs = message merge (all 
message sent) 
13:        End while  
14:        K += 1 
15:  End while  
16:  Vertex update stage(messages) 
17:                If (message.bool ) 
messages.degree =  
      max(origin, new degree)  
18:                Message.bool = origin && 
new bool  
19:  Message send stage 
20: If ( ! v1.bool || ! v2.bool) 
21:                empty 
22:  Else if(v1.degree == k && v2.degree > k) 
23:                Send to v2 (1,true) 
24:                Send to v1 (0,false) 
25:  Else  
26:                Iterator.empty  
27:  Message merge stage 
28:  (Sum, a.bool && b.bool) 

 
4. Carrying out clustering. This stage was performed by us 

using the PIC-clustering method (Power Iteration Clustering). 
In the PIC algorithm, the search for centroids of clusters is 

performed on the basis of the Peron-Frobenius eigenvector of 
the normalized matrix W. Moreover, the search for this 
eigenvector is based on iterative methods [21]. The PIC 
algorithm pseudocode is given below: 

 
As a result of performing such tasks, a partition of the 

collected data set into clusters is obtained, and it is possible to 
compare the performance of different clustering algorithms. 

Graphically, the sequence of performing the specified tasks 
with the involvement of the selected methods is presented in 
Fig. 2. 

 

Figure 2. Generalized scheme of performing the statistical 
cluster analysis in complex networks 

Performing all the specified steps results in obtaining the 
cluster structure of the data sets received and possibility to 
analyze their cluster characteristics. A more detailed 
description of the information technology obtained is given in 
[31]. 

III. THE RESULTS OF THE CONDUCTED RESEARCH AND 
THEIR DISCUSSION  
Using the developed methodology, based on statistical 
methods, a cluster study of the next web space areas was 
performed: academic segments of Ukraine (edu.ua), Poland 
(edu.pl) and Israel (ac.il). For each segment, the probability 
distribution of nodes by input and output connections was 
constructed, network clustering coefficients were calculated, 
average values of the node degree for undirected graphs were 
constructed and determined [32]. The results of the statistical 
analysis of the obtained results are presented in Fig. 3-6. 
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Figure 3-1. Probability distribution of nodes by degrees on 
input links for the edu.ua zone 

 

Figure 3-2. Probability distribution of nodes by degrees on 
output links for the edu.ua zone 

 

 

Figure 4-1. Probability distribution of nodes by degrees on 
input links for the edu.pl zone. 

 

 

Figure 4-2. Probability distribution of nodes by degrees on 
output links for the edu.pl zone 

 

 

Figure 5-1. Probability distribution of nodes by degree on the 
input links for the ac.il zone 

 

Figure 5-2. Probability distribution of nodes by degree on the 
output links for the ac.il zone 

Figures 3-5 show that all the academic areas of the web 
space of the three countries have very similar statistical 
characteristics. According to input connections, all zones 
studied correspond to the "small world" concept: the 
probability distribution shows a power dependence with 
indicators (-2.2)÷(-2.3). In addition, if the Israeli and Polish 
academic segments can be considered fully developed 
networks, then the same can be said about the Ukrainian 
academic segment of the web space, because its statistical 
characteristics are quite similar to the first two. 

A similar situation is observed in terms of output 
connections: all three studied academic zones show similar 
statistical characteristics and are best approximated by 
exponential dependencies with fairly close exponents: from -
0.014 (edu.pl), -0.017 (edu.ua) to -0.021 (ac.il). Therefore, here 
too it can concluded that the Ukrainian academic zone is also 
in full correspondence to the development trends of the web 
space. Nevertheless, unlike previous researchers, we cannot 
claim that the statistics of the original connections also 
corresponds to the power law, as it was asserted in [1, 12-13]. 

Figures 3-5 prove that the investigated networks consist 
mainly of nodes that have a significant number of outgoing 
connections, i.e. the average degree of the node is shifting 
towards large values. The estimation of average degrees for 
these networks gives results in the range ⟨k⟩=55÷120, 
confirming our conclusion. These values correlate with the area 
of change of the approximating straight lines, which occurs at 
k≈100. If we formally calculate the average value of the node 
⟨k⟩ degree over the input links, then, as expected, it is shifted 
towards small values, which are several times smaller than 
those of the output links for the corresponding networks. 

It should be noted that the specified statistical 
characteristics are not a feature of the academic zone of edu.ua, 
but are characteristic of other zones of the Ukrainian segment 
of the web space. 

As a result of the conducted research, the clustering 
coefficients of the studied segments were also obtained (Table 
1). The data indicate a large number of nearest neighbor cross-
references [32]. 

Table 1. Clustering coefficients for subnetworks 

Name of zone edu.ua ac.il edu.pl 
Clustering coefficient 0,11 0,104 0,088 

It should be mentioned that for all networks, the clustering 
coefficients fluctuate around the value of 0.1, which also 
indicates similar statistical characteristics of all studied 
segments. 
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The study of the cluster structure of the obtained data sets 
started with determining the optimal number of clusters using 
the two methods described in the previous section: the "elbow" 
method and k-core decomposition. 

Fig. 6-8 present the obtained graphs of the penalty function 
for all investigated zones of the web space. 

 

 

Figure 6. Dependence of the penalty function on the number 
of clusters for the edu.ua zone 

 

 

Figure 7. Dependence of the penalty function on the number 
of clusters for the edu.pl zone 

 

 

Figure 8. Dependence of the penalty function on the number 
of clusters for the ac.il zone 

 
One can see that all the presented dependencies are almost 

of the same nature. After determining the point of the greatest 
inflection of the graphs from the above dependencies, the 
optimal number of clusters is obtained: 220 – for edu.ua; 210 – 
for edu.pl; 190 – for ac.il. Again, as it can be observed, the 
number of clusters calculated by the "elbow" method turned out 
to be approximately the same for all the investigated segments 
of the web space. 

The results of determining the optimal number of clusters 
by the k-core decomposition method and comparison with 
those obtained using the "elbow" method are presented in 
Table. 2. 

Table 2. Optimal number of clusters using "elbow" and k-
Core decomposition methods 

Name of web space segment  'Elbow" 
method 

k-core 
decomposition 

method 

Ukrainian web space 
segment (edu.ua) 

220 229 

Polish web space segment 
(edu.pl) 

210 213 

Israeli web space segment 
(ac.il) 

190 196 

 
It can be seen from Table 2 that we obtained a good 

agreement of the optimal number of clusters for all investigated 
areas of the web space, performed by different methods. 

Therefore, only clustering is to be performed, for which the 
PIC method is used. The results of it are presented in Fig. 9-11. 

 

Figure. 9. Cluster structure of the Ukrainian academic zone 
edu.ua (220 clusters) 

 

Figure 10. Cluster structure of the Polish academic zone 
edu.pl (210 clusters) 

 

Figure 11. Cluster structure of the Israeli academic zone ac.il 
(190 clusters) 
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The analysis of Figures 9-11 shows that the Israeli academic 
segment has the most homogeneous (developed) cluster 
structure: the predominant number of nodes in its clusters is up 
to 2,000, although there are clusters with 6,000-11,000 nodes. 
The Polish edu.pl zone consists mainly of clusters containing 
up to 1000 nodes, but there are also clusters of 1500-2700 
nodes. As Fig.9 shows, the Ukrainian segment of edu.ua is the 
least developed structure: the main number of clusters contains 
up to 300 nodes, and the largest cluster contains approximately 
800 nodes, which is significantly less than the Polish one, and 
moreover, than the Israeli zone. 

Obviously, such results indicate that although the Ukrainian 
segment of the web space shows statistical characteristics 
similar to those of the networks of other countries, it should be 
developed in the direction of increasing the Internet 
representation of educational institutions, and especially, in the 
formation of connections between websites of various 
educational institutions forming the space of edu.ua. 

IV. A NEW METHOD FOR FINDING THE OPTIMAL 
NUMBER OF CLUSTERS 
In [33], the authors present a new method for determining the 
optimal number of clusters in the network, which is based on 
the spectral properties of the transition matrix of the 
corresponding Markov chain. It should be pointed out that the 
main idea of the method construction is based on the 
asymptotic properties of the spectrum of random matrices, 
which in turn is one of the mathematical models of Big Data 
systems [19, 20]. The basis of the method is the fact that for a 
Markov process, the multiplicity of the eigenvalue λ=1 for the 
transition probability matrix coincides with the number of 
connecting classes. In addition, for homogeneous clusters of 
large dimensions based on Wigner's circular law, almost all 
eigenvalues will be concentrated in a circle of radius 𝑅 =

𝑂 ቀ
ଵ

√ே
ቁ, where N is the number of vertices in the cluster. 

Thus, the research will be based on the spectral properties 
of the transition probability matrix 

 

𝑃௜௝ =
𝐴௜௝

∑ 𝐴௜௝
ே
௝ୀଵ

, 

 
where matrix 𝐴 is the adjacency matrix for the system, in which 
𝐴௜௝ is equal to the number of transitions from node i to node j. 

To determine the optimal number of clusters, the following 
ratio was proposed in [33].  

 

k୭୮୲ = # ൜λ୧: |λ୧(P) − 1| ≤
1

α√N
ൠ, 

 
where the parameter α depends on the distribution of elements 
A୧୨. However, in practice, determining the value of α is time-

consuming, so here the ratio will be used 
 

k୭୮୲ = # ቄλ୧: Re(λ୧) > max
୧ୀଵ,…,୒

|Im(λ୧)|ቅ. 

 

It should be noted that for sufficiently large clusters based 
on Wigner's circular law [34-35],  

 

max
୧ୀଵ,…,୒

|Im(λ୧)| = O ൬
1

√N
൰. 

 
Let us test the considered new method based on Monte 

Carlo simulation with 𝑀 = 10ସ realizations. In the simulation, 
we will use 𝑁 = 10ଶ, … , 10ହ vertices with 𝑆ଵ, … , 𝑆௞ clusters. 
We will use Several basic parameters will also be used for the 
analysis: 

1. 𝜆ଵ – the Poisson distribution parameter, based on which 
the number of ties for the vertices of the graph located in 
different clusters is modeled, 

𝐴௜௝ ∼ 𝑃𝑜𝑖𝑠(𝜆ଵ), 𝑖 ∈ 𝑆௠, 𝑗 ∈ 𝑆௟ , 𝑚 ≠ 𝑙. 

2. 𝜆ଶ – the Poisson distribution parameter, based on which 
the number of ties for the vertices of the graph located in 
the same cluster is modeled, i.e. 

𝐴௜௝ ∼ 𝑃𝑜𝑖𝑠(𝜆ଵ + 𝜆ଶ), 𝑖, 𝑗 ∈ 𝑆௠ . 

3. (𝐿, 𝐻) – the minimal and maximal numbers of objects in 
the cluster. 

4. 𝑘 – the number of clusters used in the simulation. 
To search for the optimal number of clusters using four 

methods will be used: the "elbow" method, the k-core 
decomposition method, the silhouette method [36, 37] and a 
new method developed by the authors. 

The results of the simulation, i.e. examples of finding the 
optimal number of clusters, are presented in Table 3.  

Table 3. Simulation results of the average number of 
clusters and the root mean square deviation from the 

average number 𝝁(𝝈) 

Modeling 
hyperparameters
(𝝀𝟏, 𝝀𝟐, 𝑳, 𝑯, 𝒌) 

"Elbow" 
method 

k-core 
decom-
position 

Silhouette 
method 

New 
method 

(10, 1,200,300, 𝟐𝟎) 17.4 

(4.25) 

16.1 

(7.3) 

16.4 

(5.3) 

10 

(8) 

(10, 2,200,300, 𝟐𝟎) 18.5 

(2.31) 

18.2 

(3.74) 

17.4 

(5) 

19 

(5) 

(10, 5,200,300, 𝟐𝟎) 19.1 

(2.21) 

19.3 

(2.35) 

18.3 

(4.5) 

20 

(0.5) 

(10, 10,200,300, 𝟐𝟎) 19.4 

(1.85) 

19.5 

(1.35) 

19 

(2.83) 

20 

(0.23) 

(10, 20,200,300, 𝟐𝟎) 19.5 

(1.11) 

19.8 

(0.98) 

19.4 

(1.95) 

20 

(0.16) 

(10, 40,200,300, 𝟐𝟎) 19.6 

(0.65) 

19.86 

(0.43) 

19.71 

(1.03) 

20 

(0.09) 

(10, 100,200,300, 𝟐𝟎) 19.98 

(0.115) 

19.99 

(0.09) 

19.87 

(0.26) 

20 

(0.02) 

(10, 1,200,300, 𝟏𝟓𝟎) 173 

(25.7) 

164 

(12.4) 

171 

(25.4) 

78 

(53) 

(10, 5,200,300, 𝟏𝟓𝟎) 161 

(15.3) 

157 

(9.21) 

163 

(18.4) 

144 

(7.9) 

(10, 20,200,300, 𝟏𝟓𝟎) 156 

(7.89) 

153.4 

(7.31) 

158.3 

(13.23) 

148 

(4.28) 

(10, 40,200,300, 𝟏𝟓𝟎) 153 

(4.26) 

152.1 

(4.16) 

154.5 

(9.31) 

149.3 

(2.11) 

(10, 40,20,300, 𝟏𝟓𝟎) 156 

(5.73) 

154.3 

(10.23) 

145.5 

(15.18) 

144.3 

(13.7) 
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As these calculations show, for small values of the 
஛మ

஛భ
 ratio, 

the estimations of the optimal number of clusters based on the 
"elbow" method, k-core decomposition, and the silhouette 
method are more accurate than that of the new method. 

However, at  
஛మ

஛భ
> 30%, the proposed method shows a smaller 

error in determining the exact number of clusters, as well as a 
smaller standard deviation compared to the other methods. One 
can see the same results in the next two figures. Fig. 12 shows 
that the width of the reliability interval significantly decreases 

for the new method as the ratio 
஛మ

஛భ
 increases. For the other three 

methods, the narrowing of the width of the reliability interval 
occurs more smoothly, i.e. the error for these methods is higher. 

 

 

Figure 12. The optimal number of clusters determined by four 
methods together with a 95% confidence interval 

 

Figure 13. Clustering error for four clustering methods at 
k=20 

As Fig. 13 shows, the convergence of the optimal number 
of clusters obtained by the new method occurs much faster with 

the growth of the 
஛మ

஛భ
 ratio, and when  

஛మ

஛భ
> 1, all four methods 

will give the correct result on average. According to our 
assumptions, this means that if the average number of 
transitions in clusters is twice as large as that between the 
clusters, all four methods will give the same result. However, 

in the range  
஛మ

஛భ
∈ (0.3; 1), the proposed new method 

demonstrates better results. 
The disadvantages of the proposed method include the fact 

that a significant variation in the size of the clusters can lead to 
a decrease in the average value of  k୭୮୲. This result follows 

from the last line of  Table 3. Therefore, it can be concluded 
that the proposed new method is sensitive to the presence of 
clusters of small dimensions. 

V. CONCLUSIONS 
The research performed led to the following conclusions: 

1. The methodology of statistical cluster analysis of 
information in complex networks has been developed. It 
consists of the stages of collection, statistical data processing 
and carrying out the clustering process. 

2. A crawler has been developed, which has a modular 
architecture, is fully configured by the user and allows him to 
control the process of data collection in the web space. 

3. The statistical characteristics and cluster structure of the 
Ukrainian educational segment edu.ua, the Polish subnet edu.pl 
and the Israeli academic zone ac.il were studied using the 
developed methodology. A comparative analysis was carried 
out. It is shown that the Ukrainian subnet edu.ua demonstrates 
statistical characteristics similar to those of the others, but there 
lack of the nodes of educational institutions is observed, as 
demonstrated by the cluster analysis. The number of nodes in 
the clusters is the smallest of all other studied segments. 

4. Two methods of determining the optimal number of 
clusters in the data set were compared: the "elbow" method and 
k-core decomposition. Both methods showed almost the same 
results. Nevertheless, we consider the k-core decomposition 
method to be the most promising for cluster analysis, as there 
already exist the algorithms enabling to change the k-core 
quickly at the dynamic change of the corresponding segment of 
the web space with no need to traverse the entire graph, unlike 
the "elbow" method. 

5. For determining the optimal number of clusters, the 
authors developed a new method based on the spectral 
distribution of the transition matrix for the Markov process 
corresponding to the graph. The new method of finding the 
optimal number of clusters showed greater (higher) accuracy 
compared to other known methods ("elbow" method, silhouette 
method and k-core decomposition). It should be noted that for 

the range 
 ஜ౓

ஜా
∈ (1.2, 1.4)  the proposed method has a higher 

accuracy than other methods, where μ୛ is the average number 
of connections in a cluster, μ୆ is the average number of 
connections between clusters in the case of the Poisson 
distribution of connections. 

6. The disadvantages of the proposed method include 
several important factors. Firstly, in the theoretical 
explanations it is assumed that the clusters are of the same type, 
i.e. the distribution in the clusters is the same or at least has the 
same average values, i.e. 

 
𝐸𝐴௜௝ ≈ 𝑐;   𝑖, 𝑗 ∈ 𝑆௠ , 𝑚 = 1, … 𝑘. 
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Secondly, the developed method is sensitive to the presence 
of small clusters that may be outliers. This drawback can be 
eliminated by considering the removal of outliers at the stage 
of data preprocessing. Thirdly, the method works best when the 
number of clusters is proportional to that of nodes 

as  𝑂 ቀ
ே

୪୭୥(ே)
ቁ, that is, the number of clusters grows much more 

slowly than the number of new nodes. 
In further research, it is planned to use a new clustering 

method for real Big Data systems, including Smart Grid 
systems. 
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