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 ABSTRACT Children from newborns to six years old are more susceptible to diseases. A common methodology 

to diagnose childhood diseases is by using a reasoning technique. Reasoning techniques is one of a reliable method 

for expert systems. Reasoning techniques using the correct case of results have provided enormous support for 

predicting the diagnosis and treatment of diseases. This paper focuses on the main technical characteristics of two 

common reasoning techniques, namely; rule-based reasoning and case-based reasoning. This paper describes a 

comparative analysis of rule-based and case-based reasoning techniques using several commonly used similarity 

measures and a study on its performance for classification tasks. Moreover, this study proposes a new case-based 

reasoning approach using an alternative similarity measure, called Distance-Weighted Case Base Reasoning (DW-

CBR). The proposed method aims to improve classification performance. The main result of this study shows that 

case-based reasoning is a more powerful methodology regarding the issues of maintenance and knowledge 

representations over the rule-based system and reveals that DWCBR has the best accuracy, which is 92%. 
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I. INTRODUCTION 
oung children are very susceptible to disease [1]. More 

than 400 children in Indonesia die from illness per day, 

with the most common conditions being pneumonia and 

diarrhea [2]. Research also shows that early childhood 

mortality rates are around 65 per 1,000 births [3]. Children’s 

health in Indonesia, therefore, is far from the standard set by 

the World Health Organization (WHO) in 1946, which stated 

that all children have the right to good health and grow to be 

world citizens [4]. 

Clinical diagnosis is performed based on the doctor’s 

advice and opinions. Doctors usually recommend taking 

several tests to diagnose a disease, although most of the tests 

are unnecessary. Hidden patterns in medical databases are 

relatively uncharted in medical diagnosis despite their great 

potential. One problem in medical databases is that they are 

high in volumes, so chances of errors in diagnosis, treatment, 

and classification are also high. 

Knowledge management and database management 

systems are already widely used in many decision support 

systems (DSS) [5]. There is an actual need to create 

knowledge management systems that accumulate experience 

for future decision support in certain situations. If not, we 

can face the lack of specific information and make some 

wrong decisions, sometimes vital for someone. The 

reasoning technique comes as a solution to increase the 

efficiency of decision making using the accumulated data. 

Machine learning has a powerful adaptive learning 
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ability from which it derives its strong interpolative 

capability. That ability makes it very suitable for prediction, 

especially in instances of noisy data or incomplete data, 

which many other alternative prediction models are not able 

to handle [6]. However, machine learning has a fragile 

explanation mechanism, which makes it challenging to 

understand the reasoning behind its conclusions [7]. That 

weakness is a significant limitation, particularly in the 

diagnosing and treatment of diseases where it is essential to 

have a strong rationale for making decisions. 

The reasoning technique is an excellent tool for making 

predictions, and the medical field has used it extensively. 

Reasoning techniques using the correct case of results have 

provided exceptional support for predicting the diagnosing 

and treatment of diseases. 

Case-based reasoning can be particularly useful in areas 

where traditional rule-based reasoning is relatively weak, 

such as knowledge acquisition, machine learning, and 

reasoning with incomplete information [8]. CBR is an 

approach using previous experience cases to solve a new 

case [9, 10]. CBR is a machine learning paradigm that 

models the human reasoning process. CBR systems have a 

robust explanation mechanism because of the existence of 

sufficiently similar previous cases that provides a good 

rationale for new solutions obtained. 

Case-based reasoning (CBR) is one of the most 

commonly used reasoning techniques. CBR is the more 

efficient, robust and less cost [11]. Typically, a complete 

schematic of building CBR systems includes four steps: case 

retrieval, case reuse, case revision, and case retention, of 

which in particular case retrieval needs a specific concern 

about the anticipated outcome of system design [9, 12]. 

Technically, the similarity measurement plays a 

significant role in the process of case retrieval [13]. 

Currently, several similarity similar measures have been 

used in CBR System [14]. Similarity measures are 

intrinsically related to the used case representation 

formalism in the CBR system. Computation of the similarity 

measures is commonly by aggregating the attribute 

differences between the two cases. If similarity measures do 

not capture the actual differences between cases, the retrieval 

step, and the whole CBR will have a poor performance. 

Therefore, the selection of an appropriate similarity measure 

in the retrieval step is a crucial point in CBR systems [15].  

Nearest Neighbor (NN) is one of the most commonly 

used similarity measures. The NN classifies new objects 

based on their nearest neighbors, with its simple and 

relatively high speed of convergence [16]. The NN idea is 

that an unknown instance will be similar to others close to it 

in terms of characteristics. Although this idea is simple, it 

requires high computation because the number of operations 

will increase as the dataset’s size increases, both in terms of 

attributes and instances. When handling large problems, the 

large amount of time needed to calculate results makes NN 

almost unusable [17]. 

The selection of the neighborhood that exists in CBR is a 

sensitive problem. The distance of the nearest neighbor to the 

query determines the radius of the local region. Different 

radius yields different conditional class probabilities. If the 

length of the neighborhood is minimal, the local estimate 

tends to be very poor, owing to the data sparseness and the 

noisy, ambiguous, or mislabeled points [18]. 

In this study, we proposed a modified CBR using an 

alternative similarity measure, which is then called Distance-

Weighted Case Base Reasoning (DW-CBR). The 

experiments compared the DW-CBR against some other 

measurements that had been used before, with an excellent 

performance in tests done in prior studies were carried out. 

DW-CBR aims to improve classification performance. DW-

CBR used the basic idea of close neighbor weighting, 

according to their distance from the query [19]. We propose 

DW-CBR using the dual distance-weighted function. In this 

new rule, we employ the dual distance-weights of nearest 

neighbors to determine the class of the query by majority 

weighted voting. To summarize, the significant contribution 

of this paper includes: 

• An alternative similarity measure proposed in CBR, 

which is called Distance-Weighted Case Base Reasoning 

(DW-CBR)  

• A new weighting mechanism employed by using dual 

distance-weights of nearest neighbors to determine the 

class of the query by majority weighted voting 

• Developing an efficient reasoning technique for early 

childhood disease expert systems. 

In what follows, the reasoning techniques and details of 

the proposed approach are presented, continued with the 

description of the research results and discussion, which is 

then followed by the inferred conclusions. 

 

II. REASONING TECHNIQUES IN EXPERT SYSTEM  

Inference, reasoning, and learning abilities are the main 

features of an expert system. In this section, we focus the 

discussion on the main characteristics of the two reasoning 

techniques commonly used in the development of early 

childhood expert systems, i.e., rule-based reasoning and 

case-based reasoning (CBR). 

A. RULE BASED REASONING  

Rule-based reasoning used in this study was forward 

chaining because the forward chaining more accurately than 

backward chaining [20]. Forward chaining is part of rule-

based reasoning, which are integral parts of the development 

of expert-system inference machines [21]. Forward chaining 

usually starts with a set of facts and adding a statement every 

time there is a new fact.  

Forward chaining is an antecedent reasoning process that 

drives new facts based on a set of rules or an initial set of 

data. The antecedent or data-driven rules are used when a 

user’s response to a question, or in a less common situation, 

a conclusion derived from another rule, triggers a file 

system’s forward-chained rules. These rules’ premises have 

a single condition; only if one rule concludes with absolute 

certainty that a premise is true, then repeated forward 
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chaining is permitted. New data is generated by a simple and 

straightforward application of the rule firing [22]. Forward 

chaining is a swift inference procedure and is best used in 

monitoring and in a diagnostic system to identify and 

respond quickly to real problems [21]. 

In Forward Chaining, if the premise (if) is correct, the 

conclusion will also be correct. The steps to search in a 

Forward chaining technique are: 

Step 1: Asking questions to a user 

Step 2: Receiving input from a user as known facts in short-

term memory that are stored in each variable (the 

question being asked)  

Step 3: Checking the rule based on the facts stored in the 

short-term memory by using forward chaining 

method 

Step 4: If rules are found, then conclusions are 

accommodated in short-term memory; if there are 

new facts, then step one through step four is 

repeated. If the rule is not found, the default output 

is given 

Step 5: Providing a solution 

B. CASE-BASED REASONING  

Case-Based Reasoning (CBR) is a technique used to model 

human reasoning as well as an approach to building an 

intelligent system. CBR solves new problems by adapting 

solutions from similar cases. The process involved in CBR 

is represented by a four-step cycle in Fig. 1 [23]: 

 

Figure 1. CBR step cycle  

RETRIEVE – Retrieving a case from the databases that 

are similar to the new case. The new case matches the case 

found in the case database. This step is arguably a crucial 

phase where CBR performance is measured. 

REUSE – Reusing the cases’ solutions by copying or 

integrating the information and knowledge in that case to 

solve the new problem.  

REVISE – Revising or adapting the proposed solution(s) 

to solve the new problem efficiently.  

RETAIN – Retaining the new solution once it has been 

confirmed or validated that it is likely to be useful for future 

problem-solving. 

C. THE PROPOSED CASE BASED REASONING 
APPROACH  

This paper describes a comparative analysis of rule-based 

and case-based reasoning techniques using several 

commonly used similarity measures and a study on its 

performance for classification tasks. Also, we propose a new 

case-based reasoning approach using alternative similarity 

measure, called Distance-Weighted Case Base Reasoning 

(DW-CBR). The proposed method aims to improve 

classification performance. The following subsections 

describe the selected similarity measures. 

1. Nearest Neighbor similarity measures 

The nearest neighbor method is applied to calculate the 

similarity function and the total similarity (𝑇𝑆𝑖) of a 

potentially useful case [24].  

 

𝑠𝑖𝑚 (𝑓𝑖
𝑃, 𝑓𝑖

𝑅) = 1 − |𝑓𝑖
𝑃 − 𝑓𝑖

𝑅| max(𝑓𝑖)⁄  (1) 

 

𝑇𝑆𝑖 = (∑ 𝑤𝑖 ∗ 𝑠𝑖𝑚 (𝑓𝑖
𝑃 , 𝑓𝑖

𝑅)

𝑛

𝑖=1

) ∑ 𝑤𝑖

𝑛

𝑖=1

⁄  , (2) 

 

where 𝑤𝑖  is the weight of the 𝑖𝑡ℎ attribute and 

𝑠𝑖𝑚 (𝑓𝑖
𝑃 , 𝑓𝑖

𝑅) is the function of the similarity of the ith 

attribute between the value of the new case 𝑓𝑖
𝑃 and the value 

of the retrieved case 𝑓𝑖
𝑅. 

2. Measures derived from Minkowski’s Metric  

  

𝑑(𝐶𝑖𝑘 , 𝐶𝑗𝑘) =  (∑|𝐶𝑖𝑘 − 𝐶𝑗𝑘|
𝑟

𝑛

𝑘=1

)

1/𝑟

 𝑟 ≥ 1 , (3) 

 

where n is the number of input attributes. When r =1, 

Manhattan Distance is obtained, and if r = 2, Euclidean 

distance is obtained. When including weights for all the 

attributes, the general formula becomes the following [15]: 

 

𝑑(𝐶𝑖 , 𝐶𝑗) =  (
∑ 𝑤𝑘

𝑟 ∗ |𝑑(𝐶𝑖𝑘 , 𝐶𝑗𝑘)|
𝑟𝑛

𝑘=1

∑ 𝑤𝑘
𝑟𝑛

𝑘=1

)

1/𝑟

 (4) 

 

3. The proposed DW-CBR approach 

The proposed DW-CBR approach uses the basic idea of 

close neighbor weighting according to their distance from 

the query [19]. We recommend DW-CBR using the dual 

distance-weighted function. In this new rule, we employ the 

dual distance-weights of nearest neighbors to determine the 

class of the query by majority weighted voting.  

Denote the set 𝑇′ = {(𝑥𝑖
𝑁𝑁 , 𝑦𝑖

𝑁𝑁)}𝑖=1
𝑘 , arranged in 

increasing order in terms of Euclidean distance 𝑑(𝑥′, 𝑥𝑘
𝑁𝑁) 

between 𝑥′ and 𝑥𝑘
𝑁𝑁. 
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𝐷𝑤𝑖
′

= {

𝑑(𝑥′, 𝑥𝑘
𝑁𝑁) − 𝑑(𝑥′, 𝑥𝑖

𝑁𝑁)

𝑑(𝑥′, 𝑥𝑘
𝑁𝑁) − 𝑑(𝑥′, 𝑥1

𝑁𝑁)
, 𝑖𝑓 𝑑(𝑥′, 𝑥𝑘

𝑁𝑁) ≠ 𝑑(𝑥′, 𝑥1
𝑁𝑁)

                   1           , 𝑖𝑓 𝑑(𝑥′, 𝑥𝑘
𝑁𝑁) = 𝑑(𝑥′, 𝑥1

𝑁𝑁)

 

(5

) 

 

𝐷𝑊𝑆𝑖 = (∑ 𝑤𝑖 ∗

𝑛

𝑖=1

𝐷𝑤𝑖
′) ∑ 𝑤𝑖

𝑛

𝑖=1

⁄  (6) 

 

Then, the result of the query is made by the majority 

weighted voting: 
 

𝑦′ =
arg 𝑚𝑎𝑥

𝑦
∑ 𝐷𝑊𝑆𝑖  𝑥 𝛿(𝑦 = 𝑦𝑖

𝑁𝑁)

(𝑥𝑖
𝑁𝑁,𝑦𝑖

𝑁𝑁)⋲𝑇′

 
(7) 

 

𝛿(𝑦 = 𝑦𝑖
𝑁𝑁), the Dirac delta function takes a value of one if 

𝑦 = 𝑦𝑖
𝑁𝑁 and zero otherwise. According to the Eq. (5), a 

neighbor with a smaller distance is weighted more heavily 

than one with greater distance: the nearest neighbor gets a 

weight of 1, the furthest neighbor a weight of 0, and the other 

neighbors’ weights are scaled linearly to the interval in 

between.  

III. EXPERIMENTAL RESULT  

The classification of early childhood diseases consists of 

four steps. The first step was pre-processing. The second step 

was normalization. The third step was the learning process, 

where the classification model was created. The third step 

was also called the learning or training phase. Data generated 

from this step was called the “training data”. The four stages 

were classification, where the model was used for the first 

time to predict the data class labels. Classifier accuracy is 

seen from the percentage of test data that is correctly 

identified.  

Data collection was done by reading patients’ medical 

records – the data obtained from a hospital and a health 

center in Surabaya, Indonesia. The number of collected data 

was 1300, divided into training and testing data, 1040 and 

260, respectively. The subset of data used in the experiment 

is publicly available in [25]. 

The first step was to pre-process the data. The data used 

was obtained from a hospital and a health center in Surabaya, 

Indonesia, and collected from interviews and documentation. 

The data of each patient consists of dates of treatment, age, 

sex, weight, height, body temperature, and any records of 

experiences of the 26 symptoms of 18 diagnoses. The 

patient's data are grouped based on [26], as seen in Table 1.  

Table 1. The Patient’s Grouping 

Age 

(Month) 

Age 

Feature 

Weight 

(Kg) 

Weight 

Feature 

Height 

(cm) 

Height 

Feature 

0-12 U1 3 – 9 B1 49 – 76 T1 

13-24 U2 10 – 12 B2 77 – 87 T2 

25-36 U3 13 – 14 B3 88 – 96 T3 

37-48 U4 15 – 16 B4 97 – 103 T4 

49-60 U5 17 – 19 B5 104 – 110 T5 

61-72 U6 19 – 24 B6 111 – 116 T6 

The second step was to do normalization. Min-max 

normalization is then applied to transform a value v of a 

numeric attribute A to v' in the range of 0. This is defined 

by [27]: 

 

𝑣′ =
𝑣− 𝑚𝑖𝑛𝐴

𝑚𝑎𝑥𝐴− 𝑚𝑖𝑛𝐴
   (8) 

 

The third step was the learning process, where the 

classification model was created. This paper focus on the 

main technical characteristics of two reasoning techniques, 

which are commonly used, namely; rule-based reasoning and 

case-based reasoning.  

A. RULE BASED REASONING  

The third step was to create a classification model. The steps 

in applying rule-based reasoning were determined to use 

forward chaining. The data labels used in this study were 18 

diagnoses and the 26 symptoms. There are three common 

symptoms, namely, cough, diarrhea, and fever [28]. 

Codification of common symptoms used in the rest of the 

paper was K1 = cough, K2 = diarrhea, and K3= fever. Data 

and information about the symptoms, diseases, and 

complaints experienced by the childhoods are shown in 

Table 2 and Table 3. Based on the collected data about the 

diseases, eighteen rules were generated, as can be seen in 

Table 4.  

Table 2. Symptoms Variable 

Code Symptoms  

G1 Inability to drink or suckle  

G2 Vomiting 

G3 Seizures 

G4 Unconsciousness 

G5 Dizziness 

G6 Fast breathing 

G7 Stridor 

G8 liquid or soft defecating 

G9 Hollowed eyes 

G10 Poor abdominal skin turgor 

G11 Fussiness/ irritability 

G12 Abnormal thirst 

G13 Restlessness  

G14 Diarrhea for 14 days or more 

G15 Blood in feces 

G16 Paling 

G17 Stiff neck (child cannot nod until chin touches chest) 

G18 Red spots 

G19 Red eyes 

G20 Turbidity on the cornea 

G21 Mouth ulcer 

G22 Purulent eyes 

G23 Fever for 2 to 7 days 

G24 High and continuous sudden fever 

G25 Heartburn 

G26 Nausea 
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Table 3. Diseases Table 

Code Classification of disease 

P1 Common risk sign 

P2 Cough 

P3 Pneumonia 

P4 Severe Pneumonia 

P5 Diarrhea 

P6 Mild diarrhea with dehydration 

P7 Diarrhea with severe dehydration 

P8 Persistent diarrhea 

P9 Severe persistent diarrhea 

P10 Dysentery 

P11 Common fever 

P12 Severe fever 

P13 Measles 

P14 Measles with complication 

P15 Measles with severe complication 

P16 Fever that may be DHF 

P17 DHF 

P18 Fever that is not DHF 

B. THE PROPOSED APPROACH  

The next step was to create a classification model using the 

proposed case-based reasoning approach. Case 

representation was used to identify variables, namely weight, 

height, gender, age, body temperature, and the 26 symptoms. 

The complete list of symptoms can be seen in Table 2. 

Variables are grouped into two kinds, namely generic and 

specific variables. The former have general properties, which 

are height, weight, temperature, age, and sex, whereas the 

latter are variables distinct to particular diseases.  

Table 4. Generated Rules 

Rule IF THEN 

1 G1 OR G2 OR G3 OR G4 P1 

2 K1 AND G5 P2 

3 K1 AND G6 P3 

4 K1 AND P1 OR G7  P4 

5 K2 AND G8 P5 

6 
P5 AND G10 AND G11 OR G12 

OR G13 
P6 

7 P5 AND G10 OR G12 OR G13 P7 

8 P5 AND G14 P8 

9 P8 AND P6 OR P7 P9 

10 P5 AND G15 P10 

11 K3 AND G16 P11 

12 P1 AND P11 OR G17 P12 

13 P11 AND G18 AND G19 OR G21 P13 

14 P13 AND P1 AND G21 OR G20 P14 

15 P13 AND G21 OR G22 P15 

16 P11 AND G23 AND G24  P16 

17 
P11 AND G23 AND G24 OR G25 

OR G11 
P17 

18 P11 AND G16 OR G26 P18 

 
Case-based reasoning begins by determining the case 

base, followed by expert weighting, finding local similarity, 

determining confidence level, finding global similarity, and 

selecting the highest value. 

The first step in case-based reasoning is expert 

weighting. Weighting, which is the process of determining 

weights for each variable, is carried out by an expert. 

Weights are calculated using statistical analysis, starting 

with counting the number of variables that appear in the 

target case in the training data. Weighting is done through a 

series of iterations. There are two prerequisites for the 

calculation process. The first prerequisite is that the highest 

global similarity value results from the comparison value 

between the test data and the training data must match the 

doctor’s diagnosis data. If the highest global similarity value 

does not match the doctor’s diagnosis, the weight value of 

the diagnosis system must be adjusted to get a lower 

similarity value than the global similarity value obtained 

from the doctor’s diagnosis. Weights are adjusted using 

similarity of variables from testing and training data. If the 

variable similarity value is 1 and the weight is high, then the 

weight must be reduced. If the similarity value of the variable 

is 0, then the weight must be increased. The second 

prerequisite is the normalization of weights, which is 

completed by maintaining the total weight value of all 

diseases so that they have the same value. In this case, the 

total weight value of all diseases is set to 290. 

The next step is to find a local similarity. Calculation of 

local similarity is the process of comparing the value of 

symptom variables between new cases and old cases. The 

local similarity calculation for CBR using NN used Eq. 1, 

and its derivative from Minkowski’s metric used Eq. 3 and 

the proposed DW-CBR used Eq.5.  

After calculating local similarity, the next step is to 

calculate confidence value by comparing the number of 

variables in the new case and the previous case. The results 

of calculating the confidence value are used to decide 

whether the new case can proceed to the next calculation 

step, or should be pushed back to the previous step. The 

confidence threshold of all data is < 0.75. Anything lower 

than this has to repeat the process. 

The next step is to find a global similarity. The algorithm 

used in the process of global similarity is the Nearest 

Neighbor similarity measure using Eq. 2, The Measure is 

derived from Minkowski’s Metric using Eq. 4, and the 

proposed DW-CBR using Eq. 6. The highest value is 

obtained from the calculation of global similarity, showing 

the diagnosis of new cases. 

The revision process is carried out only if the confidence 

level calculation process has a value of < 0.75. This process 

is carried out in consultation with experts about cases that 

cannot be diagnosed by the system. Determining whether the 

system can or cannot answer a diagnosis comes from the 

level of confidence. The value is set at <0.75. This level of 

confidence means that the value does not resemble all data 

in the database. 

If new cases are calculated with global similarity and 

receive a diagnosis, new case data will be entered into the 

database. The data is then considered as old data that will be 

compared with new data case sets. 
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C. EVALUATION AND DISCUSSION  

The final step was to classify where the model was used for 

the first time to predict the data class labels. Classifier 

accuracy is seen from the percentage of test data that is 

correctly identified. To conduct a rigorous performance 

evaluation, sensitivity, and accuracy are taken into 

consideration [29]. Analysis of the results is carried out to 

determine whether the system that has been made is 

applicable in the diagnoses of early childhood diseases. The 

evaluation formula is as follows:  

 

Sensitivity =  
TP

TP +  FN

 x 100% (8) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 𝑥 100 %, (9) 

 

where true positive (TP) is a case where we predict yes (they 

have the disease), and they do have the disease. True 

negative (TN) is we predict no, and they do not have the 

disease, false positive (FP) is we predict yes, but they do not 

really have the disease, and false negative (FN) is when we 

predict no, but they suffer from that disease. 

This paper describes a comparative analysis of rule-based 

and case-based reasoning techniques using four different 

similarity measures and studies their performance for 

classification tasks. Rule-based reasoning used forward 

chaining and case-based reasoning used four similarity 

measures, i.e., Nearest Neighbor (NN-CBR), Euclidean 

Distance (ED-CBR), Minkowski Distance (MD-CBR), and 

Distance-Weighted (DW-CBR). 

The first step in analyzing the system is to create a 

confusion matrix based on each similarity value. Then, 

sensitivity and accuracy are calculated using Eq. 8 and 9. The 

result of the confusion matrix can be seen in Table 5, and the 

evaluation results can be seen in Table 6. The result of 

classification accuracy can be seen in Fig. 2. 

Fig. 2. shows that CBR accuracy is higher than rule-

based reasoning. Forward chaining does not use distance 

calculations but adapts the approach. This causes a 

classification process that is not rigorous and, in turn, 

decreases classification accuracy. CBR uses old knowledge 

and is able to adapt new knowledge, hence the ability to 

support justification by considering examples from past 

cases [30]. CBR is like an expert system that always 

generates new rules to solve the problem. If there are 

similarities, they will be used as an experience to solve a new 

case with a little adaptation that fits the new case condition 

[31]. Also, the resulting rules can be corrected or modified 

to obtain better results to increase accuracy [32]. CBR 

paradigm is the best reasoning technique regarding the issues 

of maintenance and knowledge representations.  

Table 5. Result of Confusion Matrix 

Diseases 

Early 

Childhood 

Diseases (Y) 

Not Early 

Childhood 

Diseases (N) 

Prediction Prediction 

Y N Y N 

Forward Chaining 162 

(TP) 

98 

(FP) 

0 

(FN) 

0  

(TN) 

NN-CBR 180 

(TP) 

80 

(FP) 

0  

(FN) 

0  

(TN) 

ED-CBR 210 

(TP) 

50 

(FP) 

0  

(FN) 

0  

(TN) 

MD-CBR 218 

(TP) 

42 

(FP) 

0 

(FN) 

0  

(TN) 

The proposed 

DW-CBR 

240 

(TP) 

20 

(FP) 

0  

(FN) 

0  

(TN) 

 

Table 6. Evaluation Result 

Type of Evaluation Sensitivity 

(%) 

Accuracy 

(%) 

Forward Chaining 100 62 

NN-CBR 100 69 

ED-CBR 100 81 

MD-CBR 100 82 

The proposed 

DW-CBR 

100 92 

 

 

Figure 2. Result of Classification Accuracy 

The proposed DW-CBR model produces better accuracy 

performance than other algorithms. The best accuracy of 

92% is obtained by the proposed DW-CBR. The order of 

accuracy performance is as follows: The proposed DW-CBR 

> MD-CBR> ED-CBR> NN-CBR> Forward Chaining. 

The proposed DW-CBR has the robustness to the 

sensitivity of different choices of the neighborhood. The 

proposed DW-CBR uses the basic idea of close neighbor 

weighting according to their distance from the query [19]. 

The proposed DW-CBR uses the dual distance-weighted 

function. In this new rule, a dual distance weighting of 

nearest neighbors is employed to determine the query class 

based on majority weighted voting.  

IV. CONCLUSIONS  

Research on early childhood diseases is essential because of 

the increasing mortality of early childhood each year. 

Reasoning techniques to diagnose and treat early childhood 

illnesses are needed to help specialist doctors and patients. 
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The area of research in this field covers rule-based and 

case-based reasoning. Case-based reasoning accuracy is 

higher than rule-based reasoning. The case-based reasoning 

paradigm is the best reasoning technique methodology 

regarding the problem of maintenance and knowledge 

representations.  

Case-based reasoning uses four similarity measures, i.e., 

Nearest Neighbor (NN-CBR), Euclidean Distance (ED-

CBR), Minkowski Distance (MD-CBR), and Distance-

Weighted (DW-CBR). The best accuracy of 92% is obtained 

by the proposed DW-CBR. The proposed DW-CBR model 

has better accuracy performance than other algorithms. This 

is because the proposed DW-CBR has the robustness to the 

sensitivity of different choices of the neighborhood. The 

proposed DW-CBR uses the dual distance-weighted 

function. In this new rule, a double distance weighting of 

nearest neighbors is employed to determine the query class 

based on majority weighted voting. 

In our future endeavors, we will attempt to investigate 

other alternative prediction models related to hybrid case-

based reasoning. Hybrid case-based reasoning consists of 

combining artificial neural networks (ANN's) and CBR. 

ANN’s are well-known, massively parallel computing 

models that exhibit desirable behavior in input-output 

mapping and resolving complex artificial intelligence 

problems in prediction and classification tasks. 
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