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Abstract: In this paper we discuss the use computational grids to solve stochastic optimization
problems. These problems are generally difficult to solve and are often characterized by a high number
of variables and constraints. Furthermore, for some applications it is required to achieve a real-time
solution. Obtaining reasonable results is a difficult objective without the use of high performance com-
puting. Here we present a grid-enabled path-following algorithm and we discuss some experimental

results.
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1.INTRODUCTION

Many real world applications are characterized
by input data which are uncertain, incomplete and/
or erroneous. One way to deal with this difficulty
is to model these data as random variables with
some probability distribution. Stochastic Program-
ming (SP) is an effective tool used to solve this
kind of problems giving the optimal solution across
the different events that could be observed.

We focus on two-stage SP problems with a fi-
nite and discrete distribution of the random vari-
ables. The realization of the random variables con-
sists in the occurrence of one of the N possible
events, known as scenarios. In this formulation,
decision variables are divided into two groups:
anticipative decisions taken before knowing the
random values, and adaptive variables determined
after the realization of the random event. For each
scenario /=1, .., N a corresponding adaptive vec-
tor is calculated containing the relative decisions.

Using a mathematical representation the prob-
lem can be formulated as following (see [1] for
details):
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It can be easily noted that the number of vari-
ables and constraints increases considerably as the
number of scenarios N increases. For most of the
real-world applications N is very big so the result-
ing problems can not be solved using conventional
sequential systems. The use of parallel machines
is necessary to achieve high level of efficiency in
reasonable time. The parallelization techniques is
based on the idea of splitting the overall problem
in order to handle N independent sub-blocks of the
constraint matrix, each block corresponding to one
scenario.

For the implementation of the parallel algorithm
on a computational grid we used Condor as a resource
management software. After a short description of
the parallel algorithm, we will present the motiva-
tions behind the choice of Condor and then we de-
scribe the basic parallel implementation by using the
message-passing paradigm. The paper will be con-
cluded by experimental results and a summary.

2. PARALLEL ALGORITHM

For the solution of the limited recourse model
we used a path-following interior point algorithm
as described in [1]. The algorithm is based on the
iterative solution of a symmetric linear system of
the following form:

ADAT At=y (H
where A is the constraints matrix of the optimi-
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zation problem and D is a diagonal positive defi-
nite matrix. Both the right hand side vector ¥ and
the diagonal matrix D depend on the current solu-
tion and are, consequently, updated at each itera-
tion of the path-following scheme. The output of

system (1), i.e. the dual step Ar , isused to update

the iterate that moves along the central path to reach
the optimal solution.

The repeated solution of the system (1) at each
iteration of the PF algorithm represents the most
expensive task in the solution procedure. Its imple-
mentation on parallel platforms should reduce the
solutiontime and increase the size oftractable prob-
lems. The parallelization of the other steps of the
algorithm will not be discussed in this paper since
it is either trivial or impossible.

Since the computation associated with the N
scenarios may be performed independently, the
proposed approach can fruitfully benefit from a
scenario-oriented parallelism. Only a modest
amount of data movements is required among pro-
cessors in order to collect the information needed

for the successive iterations.

‘ Scen. 1 ‘ ‘ Scen. 2 ‘

L

Scenarios-Coupled Matrices

A
Scen. 1 Scen. 2
\ ‘

Form the Dual Step

Fig. 1 — Parallel Scheme of the Path-Following
Algorithm.

More specifically, the parallel scheme proposed
in our previous paper [1] can be extended to this
case by reporting some slight modifications as fol-
lows: a scenario-wise parallelism is performed
across the N independent tasks, then a reduction is
required to form the scenario-coupled matrices
needed by all independent tasks in order to achieve
the computation of the dual step’s components. The
parallelization strategy can be represented sche-
matically as shown by the chart in Fig. 1.

3. CONDOR ENVIRONMENT

In this section we will briefly outline the char-
acteristics of the Condor grid-computing environ-

ment, with particular emphasise on the advantages
that have encouraged us to choose this software
among many other available packages.

Condor is essentially a “specialized batch sys-
tem for managing compute-intensive jobs” [3] tai-
lored for opportunistic environments. Indeed, Con-
dor is designed to find the free resources in a dy-
namically changing configuration, and to use them
in order to execute the submitted jobs. Several in-
teresting features, such as Checkpoint, Migration
and Matchmaking, makes of Condor a quite effec-
tive tool for computational grids. Moreover, Con-
dor is also suitable to be used with dedicated sys-
tems.

Some of the more attractive features offered by
Condor and from which our implementation can
take advantage are the following:

* Condor can be configured to save the state of
the running jobs at a given interval of time. In case
of failure or unexpected interruption of the pro-
cess , the state of the process is preserved and the
execution of the job can be continued starting from
the interruption point;

* the checkpoint data can be used to migrate a
process from a computational resource to another.
A job should migrate if the resource it was using is
needed by a user with higher priority or by the
OWners;

» Matchmaking is used to find the appropriate
resources to execute the submitted jobs. This ap-
proach s based on finding all the feasible resource-
job pairs and choosing the best matches among
them. To perform the matchmaking condor needs
indications on the requirements and preferences of
both the resource owners and the job submitters.
These indications can be described by defining the
so-called ClassAds. Owners and users use Class Ads
as sellers and buyers use classified advertisement
on the newspapers: the firsts describe their prod-
ucts (the resources) and the seconds define their
(computational) needs. By using Boolean expres-
sions ClassAds permits to find easily the optimal
matching on the grid;

* Even though the standard Message Passing
Interface [4] is not yet implemented, it is possible
to use the Parallel Virtual Machine [10] environ-
ment made available within Condor by an inde-
pendent module called Condor-PVM;

* Condor can share his resources with other
flocking and can be used to submit jobs within the
Globus package [8].

Finally, it is important to note that for the use
of Condor the root privileges are not needed. In-
deed, it is enoughto have an account with username
condor and it is possible to proceed with the in-
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stallation and the execution of all the facilities of
Condor.

4. MESSAGE PASSING IMPLEMENTATION

The parallel PVM implementation is based on
the parallelization scheme for an interior point
method as described in [1]. In this scheme most of
the computation tasks, corresponding to the inde-
pendent scenarios, are carried out in parallel on
the available processors. Some communication and
synchronization points are necessary in order to
form the scenarios-coupled matrices.

With the aim of developing a grid-enabling
solver, a static implementation of the PVM ver-
sion does not seem to be an appealing choice. It is,
indeed, unlikely to have the chance to run programs
on dedicated grids for which an ‘’a priori” split-
ting of the workload fits well with the static con-
figuration of the system. Furthermore, for real
world applications, the number of scenarios is too
big to match the available processors of any nowa-
days systems.

A more attractive alternative is based on a dy-
namic version that implements the master-slave
model. The master task schedules the independent
tasks corresponding to the N scenarios of the prob-
lem. The master spawns also the slaves and assigns
to each slave its first task to be processed. Once a
slave is idle it requests the master for the next not
processed task until all the tasks are assigned.

This scheme is not a classic master-slave model.
The master, indeed, does not have the task of col-
lecting the processed data because this will increase
the number of communication points within the al-
gorithm and, consequently, deteriorates the perfor-
mance. Instead, each processor will keep the data
corresponding to its processed tasks in order to
achieve the reduction operationto formthe scenario-
coupled matrices. The master program, actingin this
case as a scheduler of the tasks, can be ran on a
dedicated host machine (workstation, PC, ...).

The reduction should be performed by using two
different kinds of PVM subroutines. The broad-
cast of partial and final results among all the slaves
and the sum operator call to form the scenarios-
coupled matrices. Once the reduction among pro-
cessors is performed, each processor will continue
to operate on the same data corresponding to the
task it had in hand just before the synchronization
point. This will allow the reuse of the cached data
and will avoid further communications with the
master.

This dynamically load balancing implementa-
tion combined with a careful tuning and optimiza-
tion of the algorithm to fit the characteristics of

both the single processor and the whole parallel
system have shown good performance in terms of
speedups on standard stochastic test problems by
using an Origin2000 architecture machine.

5. GRID-ENABLED EXPERIMENTS

In this section we will discuss the performance
of the parallel implementation of the Path-Follow-
ing algorithm ona grid. Computational experiments
have been carried out by using some standard sto-
chastic test problems collected by Holmes [5]. The
experimental mini-grid used has been defined by
using two different Origin2000 machines having
the characteristics described in Table 1.

Table 1. Origin2000 machines characteristics

Machine | Number of CPU | RAM memory
Origin 1 8 512
Origin 2 4 1024

The two Origin machines are located in two
different Departments of the University of Calabria.
The latency time for a communication between the
two machines is quite high. For example, the
roundtrip measured by using the ping command
needs some milliseconds.

5.1. Dedicated Grid

In order to evaluate the influence of the over-
head caused by the communication between the
two hosts with respect to the overhead of the com-
munication within each single machine, we car-
ried out some experiments in a dedicated environ-
ment. During the small slice of time in which it
was possible to have both the machines idle, we
ran the parallel algorithm on two and eight proces-
sors, respectively.

Origin 1

0 |,

Local PVM tasks

Origin 2

I

Local PVM tasks

Fig. 2 — Scheduling of the PVM tasks
on the Grid.

In the first case, we generated only one process
on each machine. Only inter-machines communi-
cation is involved in this execution. In the second
experiment we have both inter-machines and in-
tra-machines communications. Four PVM pro-
cesses have been spawned on each machine. The
critical operation of reduction is done in two dif-
ferent steps: an intra reduction among the four tasks

79



Chefi Triki, Lucio Grandinetti / Computing, Vol. 1, Issue 1 (2002), 77-81

belonging to each machine and then a PVM call
among the two machines. Schematically, this ap-
proach can be represented as depicted in Fig, 2.

Table 2. Times on dedicated grid (sec.)

Test Problem 2 tasks 8 tasks
Scagr7.432 4.61 2.99
Scsd8.432 22.62 12.13
Sctap1.480 21.44 10.60

The results collected in a dedicated environment
are reported in Table 2 and depicted in the Fig 3.
These experiments have been carried out by using a
static load balance approach. Ina dedicated environ-
ment this approach is preferred with respect to the
dynamic one because it avoids some communication.
In this case, indeed, there is no need to have a master
task and the implementation based onthe slave-alone
model follows the scheme depicted in Fig. 1.

5.2. Non Dedicated Grid

Using a non dedicated system the number of a
priori unknown factors that can influence the per-
formance of the code increases. Among these fac-
tors the latency of the communication network and
the level of use of the different machines of the
grid. For this reason, it is preferable in this case to
use the dynamic version of the implementation as
described in section 3. The allocation of the tasks
to the different processors has been done by acti-
vating the matchmaking facility of Condor.
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Fig. 3 — Results on dedicated Grid.

The results collected on a set of test problems
are summarised in Table 3. We report the execu-
tion time (in seconds) by varying the number of
slaves spawned by the master task. For the sake of
comparison, we report in the same Table the ex-
ecution time of the same test problems on a single
local machine (i.e. Origin 1) without activating
Condor environment (italic values).

Table 3. Times on non dedicated grid (sec.)

# of Tasks
Test Problem 1 2 3 4
Scagr7.432 5.23 3.80 3.24 3.04
520 | 3.06 | 2.40 2.13
Scagr7.216 2.75 2.19 1.93 1.84
2.73 1.78 1.49 1.28
Scsd8.216 12.08 | 8.62 7.01 6.52
11.88 | 7.46 | 6.04 5.13
Sctapl.216 13.88 | 9.45 7.30 6.42
13.80 | 8.32 6.55 5.92

From these results we can note immediately that
the execution time decreases as number of slaves
increases. The relative decrease depends on the
structure of the test problem and the number of
scenarios.

From the other side, it is easy to note the effect
of the communication overhead on the algorithm
performance. This effect can be calculated as the
difference between the execution time on the grid
(regular values) and on the local Origin machine
without Condor (italic values). The gap increases
as the number of tasks increase. By generating only
one task the gap is very small and represents the
effect of the activation of Condor on the Origin
machine. When two tasks are spawned the gap is
caused by the activation of Condor and also the
inter-machines communication since no commu-
nication among the processors of the same machine
is needed in this case. In addition to these two
reasons, a further increase of the gap can be ob-
served when we are in presence of intra-communi-
cation overhead. This is the case of the execution
time by using more than two slaves.

6. CONCLUSIONS

In this paper we dealt with the solution of opti-
mization problems with uncertain input data. We
modelled the random variables as a set of finite
scenarios and we formulated a two-stage stochas-
tic problem. We exploited the discrete representa-
tion of the random data to split the overall con-
straints matrix in small sub-blocks and we devel-
oped a scenario-wise parallelization scheme. Com-
putational results on an experimental mini-grid has
shown how we can take effective advantage from
the use of computational grid to solve difficult
optimization problems. We expect that this trend
will persist in the solution of huge stochastic prob-
lem whenever a real computation grid becomes
available.
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