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Abstract: In this paper, the pattern recognition characteristics of the Artificial Neural Net-
works are used to realise a real demodulator for Gaussian Minimum Shift-Keying signals, used in
the GSM telecommunications. The demodulator utilises the Learning Vector Quantisation (LVQ)
neural network. It offers both greater efficiency in demodulating and less sensitivity to noise. In
order to solve the problem regarding input signal synchronisation, a pre-processing phase is
organised. The demodulator prototype has been realised by implementing the pre-processing phase
and the LVQ neural network on TMS320C30 Digital Signal Processor. The demodulator has been

tested according to the European Telecommunication Standard Institute Recommendations.
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1. INTRODUCTION

The Artificial Neural Networks (ANNs) are
more efficient than the conventional algorithms and
represent an interesting tool for advanced research
and applications both in measurement and signal
processing [1, 2].

In particular the ANNs promise to be more ef-
ficient in recognising and distinguishing complex
vectors according to their ability to generalise and
to form some internal representations of the sup-
plied input signal [3, 4].

These abilities make them very useful for the
demodulation of the Gaussian Minimum Shift-
Keying (GMSK) signals, used in GSM telecom-
munications.

In the GMSK signal, the information is carried
by the phase of the modulated signal. In particular,
the slope of the signal depends on the transmitted
bit. A positive slope means that a binary “1” has
been transmitted, while a negative slope means that
a binary “0” has been transmitted. The GMSK de-
modulator must extract the phase from the modu-
lated signal and, by using a slope classifier, de-
code the transmitted bits.

The demodulation of the GMSK signal is very
difficult in real cases. In fact, the transmitted sig-
nal is corrupted by channel noise, by Doppler ef-
fect and by multi-path propagation.

Others difficulties arise from the international
recommendations of the European Telecommuni-
cation Standard Institute (ETSI) [5]-[7] that estab-
lishes the parameter values to be respected by real
GMSK demodulator. These parameters are very

restrictive and concern both (i) the modulated sig-
nal characteristics, and (ii) the demodulation time
interval.

Several ANNs could be utilised for GMSK de-
modulation. A slope classifier based on the Learn-
ing Vector Quantisation (LVQ) ANN [8] has been
designed and tested. The LVQ neural network
shows the greatest benefit with regard to the char-
acteristics of simplicity and performance [9].

This demodulator does not require recovery of
the carrier phase and frequency. According to the
classical non-coherent demodulation schemes, it
performs a bit-per-bit demodulation and does not
use the memory of the modulation process [10].

The prototype of the neural-based GMSK de-
modulator has been realised by implementing the
LVQ neural network on a Digital Signal Processor
(DSP). This prototype permits to test the demodu-
lator performance according to the international
recommendations.

In the following, the basics of GMSK signals
are briefly illustrated. Then, the proposed neural
based GMSK demodulator is described in detail.
Its performance is assessed by means of some ex-
perimental tests. The test results, according to the
international recommendations, are given in order
to evaluate the performance of this neural demodu-
lator versus the Signal to Noise Ratio (SNR).

2. GMSK SIGNAL IN BRIEF

GMSK modulation has been widely used in
several wireless telecommunication systems, i.e.
for GSM cellular telephone system in Europe, for
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CDPD (Cellular Digital Packet Data) systemin the
USA.

The GMSK modulation belongs directly from
continuous-phase Frequency Shift Keying (FSK)
with a modulation index (h=0.5) that will produce
orthogonal signalling.

In the GMSK modulation, the phase modulated
signal is

S)=S, cos[2pft+j (0] (1)
where f_is the carrier frequency and j (t) is the
information carrying phase.

In the case of multi-path propagation, Doppler
and fading effects, according to the ETSI interna-
tional recommendations [5]-[7] the model of the
signal to be taken into account is

s(t)=e, c,cos(2pfttj )+ +2pDfy)  (2)
where: Af, = i%0056n , with v the speed of mo-

bile station and I the signal wavelength, j the phase
uniformly distributed in the range [0, 2p], c_ the
signal amplitude evaluated according to the
Rayleigh distribution [6].

In ideal situation a simple slope classifier can
decode the modulate signal easily and quickly
(Fig.1). In real situation the transmitted signal is
corrupted by channel noise, by Doppler and multi-
path effects so that the bit decoding is not easy.
Fig.2 a) and b) show the modulated signal without
noise, Fig2 c) and d) the same signal with Addi-
tive White Gaussian Noise (AWGN). In order to
realize a very reliable GMSK decoder a slope clas-
sifier based on the neural network has been de-
signed and tested.
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Fig.1 GMSK phase signal and corresponding
bit input stream.

3. THE PRE-PROCESSING PHASE

Before being sent to the neural network de-
modulator, the phase signal is pre-processed ac-
cording to the following rules:

1. the baseband phase signal is sampled;

2. synchronisation is performed by detecting the
first change to the signal slope;

3. the different phase shifts of the incoming
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Fig.2 a) and b) the modulated signal without
noise, c) and d) the same signal with Additive
White Gaussian Noise.

modulated signal are detected and organized to
send to the demodulator. This step is shown in
Fig.3;

4. 18 samples for each transmitted bit are stored;

5. four samples, selected from the central zone
of the 18 samples, are fed into the modulator.

The sampling frequency and the sample num-
ber are determined according to the optimisation
of the LVQ architecture.

Therefore, the demodulator must perform only
the slope classification.

4. ANN-BASED SLOPE CLASSIFIER

The GMSK slope classifier is based onthe LVQ
neural network [8]. The LVQ neural network is able
to decode the input signal by classifying the phase’s
slope which depends on the transmitted bit.

4.1 The LVQ neural network
Given N classes of d-dimensional vectors and

a vector XeiRd, the LVQ neural network clas-

sifies x by individualising the class to which it be-
longs. For this purpose, the ANN needs a training
phase, in which a reference vector y, called the
codebook, is determined for each class. Next, the
LVQ network classifies a vector individualising the
codebook, which best matches it. The used match-
ing function, that shows the better performances,
is the Euclidean distance

n

de(xy)=Y ;- v P 3)

j=
The neural network is provided by a fragment
of the baseband phase signal, it classifies its slope
and furnishes the transmitted bit as output.
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Fig.4 LVQ neural network layout.

The lay-out of the LVQ neural network is shown
in Fig4. The input layer of the LVQ network is
connected directly to the hidden layer without
weighting the signal. The neurons of the hidden
layer calculate the matching function between the
input vector and their associated codebook accord-
ing to (3). Each codebook corresponds to pre-fixed
slope. The output layer neuron calculates the win-
ning matching function as being the largest amongst
the output of each hidden layer neuron in order to
determine the detected slope.

4.2 The initialisation phase

The number of both the input neurons and
codebooks is set during the initialisation phase.

The number of input neurons depends on (i)
satisfying the international recommendations
GMSK signal demodulation, and (ii) the sampling
frequency of the incoming signal.

By taking into account these problems, and in
order to make the demodulator robust, less sensi-
tive to the noise, the sampling frequency of the
realised prototype has been set equal to 4.5MHz
so as to obtain 18 samples for symbol when the
signal is acquired in the base band. Only 4 samples,
selected in the central zone of each symbol, are
sent to neural demodulator. In this manner the prob-
lems depending on the sample leakage at the end
of the symbol are avoided.

The number of the codebook is fixed equal to
4, two for each slope.

Fig.5 show the lay-out of the neural modulator

and the criteria to select the 4 samples into the 18
element input vector.

In the output layer, the minimum d, is evalu-
ated and the decoded bit is determined.

4.3 The training phase

The training set is constituted by the phase slope
of 5 random bursts of a GSM signal for a total of
151x5 random bits.

The ANN is trained by using the LVQ?2 algo-
rithm [8]. This last works as follows: let x be a
vector of the training set and m  the winning
codebook according to (3). The codebook is up-
dated according to:

m (tt1)=m ()*a())[x-m (1)] “)

The plus sign is used if x and m  belong to the
same class, the minus sign otherwise. This process
is repeated for 40-45 iterations for each vector of
the training set. The a(t) training coefficient (rang-
ing in 0 to 1) is empirically determined. A larger
value is usually adopted during the first iterations,
while a small one is preferred for the last ones.

The block scheme of the learning phase is
shown in Fig.6.
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Fig.5 Layout of the LVQ neural network and
selection of input samples.
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Fig.6 Block scheme of the learning phase.

5. GMSK DEMODULATOR
IMPLEMENTED ON DSP

Once trained, the pre-processing phase and the
LVQ neural network are implemented on the DSP
TMS320C30 by Texas Instruments [11].
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Table 1 Processing time for different LVQ based

demodulator
LVQ processing | ETSI
samples | codebooks | time [ms] |[ms]
18 8 120 <5
18 4 50 <5
8 4 9.5 <5
4 4 4.7 <5

The codebooks are recorded on the DSP
memory into an array. The use of the array instead
of the matrix makes processing more efficient be-
cause only one access is needed instead of two
accesses required by matrix (Fig.7).

6. TESTSACCORDING TOTHE ETSI
RECOMMENDATION

The neural demodulator has been tested accord-
ing to the European Telecommunication Standard
Institute (ETSI) recommendation [5]-[7]. In all the
tests, GMSK modulated signals with BT =0.3,
where B is the band width, are used.

In order to execute estimation of the Bit Error
Rate (BER), several channel models have been
simulated.

The models, as established by the ETSI recom-
mendation [5], are the Rural Area characterised by
maximum speed 250km/h (RU 250), Total Urban
maximum speed 50km/h (TU 50) and Hilly Ter-
rain maximum speed 100km/h (HT 100). These
tests are called dynamic because the receiver is in
motion. Moreover, a static test has been carried
out in which the channel is assumed to be
characterised by Additive White Gaussian Noise
(AWGN) and the receiver is motionless.

All the tests have been carried out according to
the methods described by the ETSI 300 113 rec-
ommendation.

The test results are shown in Fig.8 for LVQ
neural networks characterized by both different
input samples and codebooks. The results are com-
pared with the values imposed by the recommen-
dation.

Fig.9 gives the BER versus the ratio E /N,
where E, is the signal energy per bit, E =S *T /2,
and N, the spectral density of the assumed white
and Gaussian noise. In the HT area, a performance
degradation of the demodulator is observed. The
received signal is heavily distorted by the presence
of a great number of different paths.

The processing time of each of the four differ-
ent LVQ based demodulators is reported in Tab. 1.
Only the LVQ with4 input samples and 4 codebook
satisfy the ETSI recommendation.

Table 2 Percentage of correct demodulation
for different bit streams

correct

bit stream demodulation
[%]
“010101...” 99
“111111...” 98
“000000...” 98
Burst TCH 98
Burst TRAIN 98

The LVQ based demodulator was tested by us-
ing real GMSK signals. These signals were
characterised by: carrier frequency equal to
21.4MHz, sample rate equal to 200MS/s.

Five different bursts of signals, shown in Fig, 10,
were sent to the neural demodulator. Tests were
carried out by sending 100 bursts with the same
bit stream.

Tab.2 shows the nercentage of correct demodu-
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Fig.7 Logical scheme for implement on DSP
the LVQ neural network with four codebooks
Jor GMSK signal demodulation.
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Fig.8 BER for the neural based demodulator
compared with ETSI values for different
condition of propagation. The bottom refers to
4 input samples and 4 codebooks.
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Fig.9 BER for the neural based demodulator
for different condition of propagation versus
Elﬂvo.

The experimental tests confirmed that the de-
modulator meets the ETSI Recommendation and
can be used successfully in real applications.
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