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Abstract: An optimization approach intended for construction of macromodels of dynamic objects especially for 
electrotechnical systems is proposed in the paper. This approach is efficient because of its universality. A set of 
techniques to simplify optimization task needed for the identification of macromodels is considered. The specifics of the 
use of the mentioned approach for the creation of models for autonomous objects and prediction of dynamic processes 
are described. The test example of the macromodel construction for two-winding transformer using the considered 
approach is presented. 
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1. INTRODUCTION 
Macromodel is a simplified mathematical 

representation of some object or process that is 
designed to describe only a subset of object 
characteristics which are required for particular 
analysis. Generally macromodel describes only 
external parameters of the object it represents, and 
does not describe its internal processes. Replacing 
real objects with their macromodels significantly 
reduces the complexity of simulation by ignoring 
processes we are not interested in. 

Macromodels of components of electrotechnical 
and power systems are widely used in modern 
simulation and design systems. This is caused by 
complexity of simulated systems and variety of 
physical phenomena that should be taken into 
account during simulating or designing of a complex 
system. Macromodels are very useful in such 
conditions because of their simplicity, and it 
concerns especially the dynamical macromodels in 
the form of discrete state variables: 
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where vr  – variables which describe external 
influences; yr  – variables which describe output 
values; xr  – variables which describe the object 
state; F , G , C , D  – some matrices with unknown 

coefficients which should be found, Φ  – a vector-
function, the form and coefficients of which should 
also be found; k  – the discrete number. This form of 
the macromodel representation can be used for wide 
variety of objects and is convenient for usage in 
computer applications. 

Macromodels construction is a nontrivial task. 
There are many approaches to solve it, though most 
of them apply significant limitations on the set of 
objects for which a model can be built or are too 
complex for practical usage. One of the most 
popular algorithms for linear dynamic macromodel 
identification in a form of discrete state variables is a 
Ho-Kalman’s algorithm, which was improved for bi-
linear form of discrete state variables by Isidori [1]. 
Nevertheless, the mentioned algorithms except the 
limitations concerning the mathematical form of 
macromodel representation have two more 
significant disadvantages:  
1. They apply strict requirements on the set of 

experimental data which are used for 
macromodel identification. 

2. They are very sensitive to the noise, which may 
be present in experimental data. The matrix 
factorization task becomes an ill-conditioned 
problem in this case. 
One of the most promising approaches for 

construction of macromodels for a wide range of 
objects is a usage of optimization. This approach is 
stable and correct, and does not apply any limitation 
on modeled object, which makes it useful for 
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identification of macromodels in any form in case it 
is defined by finite number of real coefficients. One 
more advantage of this approach is a possibility to 
use any transient characteristics, which is important 
for identification of macromodels of complex 
objects. The main its disadvantage is a complexity of 
optimization task to which macromodel 
identification is reduced. 

This paper presents an analysis of efficiency of 
optimization approach for identification of 
macromodels, denotes problems which might 
happen in its practical usage, presents a practical 
recommendations for effective usage of proposed 
approach for construction of macromodels of 
components of electrotechnical systems. 

 
2. THE IDEA OF MACROMODEL 

IDENTIFICATION USING OPTIMIZATION 
Let’s consider some dynamical object, which is 

schematically shown in the fig. 1, for which a 
macromodel in a form (1) is built.  
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r
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r

 
Fig. 1 – An object for the macromodel construction 

 
Let’s assume, that we know some binary relation 

between discrete sets of input variables, which cause 
some transient processes in the object ( ){ }k

ivr  and 

corresponding object responses ( ){ }k
iyr , where k  – a 

number of discrete, i  – a number of process. Let’s 
define a goal function, which expresses the 
inaccuracy of object behavior simulation with the 
use of obtained macromodel. In a simplest case it 
can be a root-mean square deviation: 
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where ( )k

iy
r
%  – object’s response, calculated using 

macromodel, ( )k
iyr  – real object response, λ

r
 – a set 

of macromodel parameters. In case macromodel is 
built in a form (1) vector λ

r
 will consist of elements 

of matrixes F , G , C , D  and coefficients, which 
describe non-linear function ( )Φ ⋅ . The set of 

coefficients *λ
r

 where function (2) reaches its 
minimum will be an optimal set of macromodel 
coefficients. Thus macromodel identification can be 
reduced to finding of the function (2) minimum 
point. 

It should be pointed out, that elements of vector 
xr  will have unknown physical sense during such 
macromodel identification. In some cases elements 
of vector xr  can be combinations of values with 
different measurement units. 

In spite of advantages of the considered 
approach, mainly its universality, it has a serious 
disadvantage – complexity of optimization task. 
Numerical determination of minimum of nonlinear 
function of many variables, which is defined in a 
numerical form, is a complex mathematical problem 
[2]-[5]. We will skip all details here, and only 
consider those characteristics of our optimization 
task, which allows us to select the most suitable 
algorithm for our optimization task. 

Optimized function in our case often contains so-
called narrow ravines – dependencies written down 
in the following form: 

 
( ) 22, yCxCyxQ yx ⋅+⋅= ; yx CC <<  (3)

 
First of all such form of the goal function is 

caused by big difference in level of dependency of 
model behavior from different coefficients. This 
dependency is often different in different object 
states that makes mentioned narrow ravines to 
become bent and leads to increasing of the 
optimization task complexity. 

For most optimization algorithms such goal 
function causes significant decrease of the algorithm 
step that leads to considerable increasing of 
computation time or even to the algorithm failure. 
That it why on practice it is recommended to use 
algorithms which works well for goal functions with 
clearly expressed ravines. One more aspect which 
should be taken into account when selecting the 
optimization algorithm is computation errors. In 
optimization task computation errors cause a large 
number of small local minimums, which may result 
stoppage of optimization algorithm. 

The most perspective algorithms from this point 
of view are stochastic algorithms. Authors used 
Rastrigin’s directing cone method [3] with step 
length and cone angle adaptation [5], dynamic 
scaling of parameters space and procedure for 
exiting from local minimums.  

The usage of specialized optimization algorithm 
itself does not solve the problem with complexity of 
optimization task. There is a variety of other 
approaches intended for this problem solving and 
which can be combined: 
• simplification of optimization task by its 

dimension decreasing: 
o by splitting of the macromodel identification 

procedure into stages [6]; 
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o by determining of some macromodel 
coefficients using expert analysis [6]; 

o by introducing of additional input variables in 
order to simplify nonlinearity with the 
subsequent analytical derivation of resulting 
macromodel [7]; 

• using parallelization of calculations in order to 
use computation power of many CPU cores [8]; 

• gradual increase of macromodel complexity [9]. 
Mentioned approaches help to solve the 

optimization task, though they require creativity and 
are difficult for automation, though many of them 
theoretically can be fully or partially automated. 
Automation of different approaches of simplification 
of optimization task to be solved for macromodel 
construction requires future development. 

 
3. ADEQUACY OF THE OBTAINED 

MACROMODEL 
During construction a macromodel of nonlinear 

object we always should consider the adequacy of 
obtained model. This question should be answered 
for nonlinear models only as we have no guarantee, 
that model will be able to simulate correctly the 
required process, which was not included into the set 
of processes used for the macromodel construction. 
There are several ways to answer this question. Most 
common way is to test the obtained macromodel on 
independent process or set of processes. Such 
verification increases the confidence that the model 
is adequate, though can’t guarantee its adequacy. 

An alternative approach to answer this question is 
to use expert analysis for evaluation of the 
nonlinearity nature. Using appropriate mathematical 
form for estimation of nonlinear function Φ  we can 
obtain a macromodel with high probability of its 
adequacy. 

It is obvious that mentioned approaches can be 
combined, that allows to increase the confidence that 
obtained model is adequate. 

 
4. INITIAL STATE AND AUTONOMOUS 

MACROMODELS 
Some more problems arise in case if modeled 

object can be in different initial states [9]. Such 
situation happens if modeled object includes 
mechanical elements, which can be in different 
positions, could have residual magnetization etc. In 
particular, it can happen is case of autonomous 
objects, for which different initial state can be the 
only reason of their different behavior. For 
autonomous models equation (1) can be rewritten in 
the following form: 
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For discrete form of state variables (1), (4) the 

initial state of modeled object is depicted by a value 
of zero discrete of state vector xr . So components of 
this vector should be included into the set of 
unknown macromodel coefficients λ

r
. The value of 

zero discrete of state vector xr  can be different for 
different processes. To account this we might build 
vector of unknown coefficients λ

r
 from two parts: 

fixedλ
r

, which includes those model coefficients, 

which are the same for all processes, and freeλ
r

, 
which includes an independent copy of zero discrete 
of vector xr  for each process. This change 
significantly increases the number of coefficients, 
which should be found by optimization, and thus 
increases the complexity of optimization task. 

For practical usage of the obtained macromodel 
we need to have a way to determine zero discrete of 
vector xr  from some data. For example, it can be 
several discretes of output variables. An additional 
dependency should be identified in this case: 

 
( ) ( ) ( )( )1 2, , , lx f y y y=

rr r r r
K  (5)

 
where l  – a number of output discretes used to 

determine zero discrete of vector xr .  
Optimization approach, due to its universality, is 

perfect one for identification of such additional 
dependencies. In fact, it means that elements of 
vector xr , which were added to the set of unknown 
coefficients λ

r
 should be replaced with coefficients 

of function ( )f ⋅
r

. 
 

5. INPUT INFORMATION AND ITS 
INFLUENCE ON THE PROCESS OF 
MACROMODEL CONSTRUCTION 

There are two factors, which can influence the 
choice of processes, which will be used as input 
information for macromodel construction: 
1. Input information should describe the modeled 

object well enough. We are considering a 
nonlinear object, so exact simulation of one set of 
processes does not guarantee precision for 
another one. Thus input information should be 
wide, and, theoretically, should include all 
possible processes. So it should include unlimited 
number of processes, which is impossible. A 
great number of processes also slow down the 
optimization algorithm because it complicates the 
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calculation of the goal function. 
2. Insufficient number of processes leads to 

inadequacy of obtained macromodel. 
Mentioned two factors apply contradicting 

requirements on the input information. Thus a 
selection of input information is a compromise 
between the time needed for the macromodel 
construction and quality of the result. We should 
note here, that the macromodel itself is a 
compromise between precision and complexity of 
the model. 

The following rules are used on practice to select 
input information: 
• All significantly different operating modes 

should be included; 
• We are considering a dynamical object, so it is 

advisable to use rapid changes of input variables, 
because they better expose the transient 
characteristics of the object.  

• It is not recommended to include similar 
processes. 
 

6. USAGE OF MACROMODELS FOR 
DYNAMICAL PROCESSES FORECAST 

Dynamical processed forecast, as a mathematical 
problem, often appears in different areas of human 
life. It is most typical for economical processes, 
where forecasting is one of the most often tasks. 
There are two different cases: 
1. Time interval, for which a forecast should be 

done, is a continuation of the interval where 
object’s behavior is known. This is the most 
typical situation for economics. Here we need to 
do a forecast values for the future in case we 
know values for the past. In this case zero 
discrete of vector xr  can be found by including it 
into vector λ

r
. 

2. Time interval, for which a forecast should be 
done is independent, and is not a continuation of 
the interval where object’s behavior is known. 
Such situation is common for periodical 
processes. For example when we know per-
month values of some economical characteristics 
for several years, and we need to forecast it for 
some another year [9]. In this case we need to 
determine some additional dependency, which 
will allow us to determine zero discrete of vector 
xr . So we need to find the function (5), 
mentioned above. 
 

7. AN EXAMPLE OF MACROMODEL 
CONSTRUCTION 

Authors constructed a number of macromodels of 
different dynamic objects, such as transformers, 
electromechanical converters and electric motors in 
general, voltage regulators, some economical 
processes [9]-[12]. For example, now we are 
presenting a macromodel of two-winding 
transformer for output stage of audio frequency 
amplifier with a permalloy core.  

As input variables for this model were selected 
voltages on both windings, corresponding currents 
were selected as output variables. The model was 
based on experimentally measured transient 
characteristics – currents in both windings were 
measured when constant voltage was applied to one 
winding and shorted another winding. Thus two 
experiments were done: one for constant voltage 
applied to primary winding and shorted secondary 
winding (see Fig. 2-3), and another one for constant 
voltage applied to secondary winding and shorted 
primary winding (see Fig. 4-5). Measurement 
frequency was 8 kHz. 

Coefficients identification was done with the 
usage of modified Rastrigin’s directing cone 
method, mentioned above. The form of nonlinearity 
was selected in accordance to its physical nature in 
the following form:  
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Where 1α , 2α , 3α , 4α  – unknown coefficients 

which should be found; ( ) ( ) ( )( )1 2,
Tk k kx x x=

r r r , 

( ) ( ) ( )( )1 2,
Tk k kv v v=

r r r , ( )
1

kvr  and ( )
2

kvr  are voltages on 

primary and secondary windings correspondingly. 
To simplify optimization task several 

assumptions about coefficient values were applied: 
all elements of matrix G  and non-diagonal elements 
of matrix F  were set to constant values and were 
excluded from the optimization process.  

Obtained macromodel has the following form: 
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Where ( ) ( ) ( )( )1 2,
Tk k ky y y=

r r r , ( )
1

kyr  and ( )
2
kyr  are 

currents in primary and secondary windings 
correspondingly. 

Output variables, measured experimentally and 
calculated using obtained model for transient 
characteristics used for model coefficients 
identification are shown in the Fig. 2-5.  

 

 
Fig. 2 – Current in primary winding when constant 

voltage is applied to primary winding and secondary 
winding is short-circuited 

 
Fig. 3 – Current in secondary winding when constant 
voltage is applied to primary winding and secondary 

winding is short-circuited 

 
Fig. 4 – Current in primary winding when constant 

voltage is applied to secondary winding and primary 
winding is short-circuited 

 
Fig. 5 – Current in secondary winding when constant 
voltage is applied to secondary winding and primary 

winding is short-circuited 

One more experiment was done for model 
verification. A voltage on secondary winding of the 
transformer when sinusoidal voltage with amplitude 
of 2.6V and 17.4 Hz frequency was applied to its 
primary winding was calculated using obtained 
model and compared with experimental data. The 
result is shown in the Fig. 6. 

 
Fig. 6 – Voltage on secondary winding when 2.6V 17.4 

Hz sinusoidal signal is applied to primary winding 

Good precision of simulation of completely 
different process allows asserting, that obtained 
macromodel is an adequate one. 

 
8. CONCLUSION 

Optimization approach used to construct 
macromodels for nonlinear dynamical objects is 
very promising because of its universality. The main 
disadvantage of this approach is a complexity of 
optimization task. The set of approaches suitable for 
solving of this problem are known, but they require 
human’s participation and are complicated for 
automation. All this allows to state that optimization 
approach is efficient for construction of 
macromodels of complex nonlinear dynamical 
objects, though it needs further development in order 
to automate macromodel construction process. 
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