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Abstract: In this paper we report on a new recursive DCT architecture that is more efficient in terms
of area and power in comparison to recently published recursive DCT architectures. Our approach
here employs Type A, B and C Goertzel filters. These three different realizations of Goertzel filters
together with multiplier-less implementation of loop multiplications are used so as to reduce the area,
the multiplier delay, and undesirable transitions hence the power consumption. The newly proposed
DCT structure has been compared with conventional recursive implementations at different transform
lengths to observe that there are potential savings both in area and power.
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1. INTRODUCTION

Discrete Cosine Transforms (DCT’s) have been
widely used in many applications related to spec-
tral decomposition of images and video signals [5].
Different architectural considerations have been
applied to result in computationally less complex
designs. The general aim of research in recent years
has been to make the designs less power hungry,
which is of paramount importance for mobile ap-
plications [6],[7].

Time-recursive architectures are known for their
modularity and reduced computational complex-
ity. They are also free of global interconnects mak-
ing them attractive for VLSI implementations
[4].[5].[7]. Goertzel filter implementations of these
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time-recursive architectures are commonly em-
ployed for all sorts of trigonometric transforms
[31.[6L[7].

However, the main recursive block, a 2nd or-
der Infinite Impulse Response (IIR) filter, used in
these implementations is always the same as seen
in Figure 1 in [5]. The coefficient values used in
this recursive filter has the characteristic of being
minimal in terms of absolute value for the half
Nyquist frequency #=0.25 and getting biggeras DC
or Nyquist is approached.

Two alternative structures called Type A and
Type C together with Type B, the commonly known
form, in the parallel implementation of these trans-
forms were proposed in [3]. These three structures
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Figure 1. (a) Type A (b) Type B (c) Type C Goertzel filters given in [3].
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are depicted in Figure 1 (a),(b) and (c). Please
note that the multiplication by 2 in Type C struc-
ture does not require a physical multiplier but is
implemented using hard-wire shifting. Further-
more the conditional scaling by —1 at the inputs of
eachblock is effected by swapping the adders they
feed by subtractors. Their coefficient realizations
for a given frequency bin are given as follows [3]:

20, =2(1-Cos(kp/N)) (1a)
2, =2Cos(kp/N) (1b)
2y, =2(1+Cos(kp/N)) (Ic)

where k is number of frequency bin and N is
the transform length.

Figure 2 shows the numerical characteristics of
these equations. It is observed that the coefficient
value to be represented in fixed-point formis small-
estif Type A is used near DC, Type B is used near
8=0.25 and Type C is used near the Nyquist fre-
quency.

numerical characteristics of coefficients

Type C

absolute value of coefficient

005 CEl 015 02 025 03 035
normalized frequency(v)

Figure 2. Numerical properties of the coeffi-
cient values for Type A, B and C Goertzel
filters.

2. IMPLEMENTATION

The behavioural implementation of the recur-
sive modules was undertaken in MATLAB both in
floating-point precision and fixed-point precision.
The module was carefully optimised for a speci-
fied mean square error (MSE) noise level starting
from the coefficient value, then fixing the register
lengths and then the adder outputs.

For an N point DCT processor, there are N-1
frequencies each having a recursive DCT module.
For k=0, the output of the DCT module is the sum
of all N input data. Therefore a recursive module
is not required. The first N/3 bins starting from
k=1 are Type A structures. When N is not divis-
ible by 3, N/3 is truncated to the nearest integer.
In the same way, the last N/3 bins are designated

to be Type C. The remaining bins in the middle
are Type B.

In this study, we have concentrated on the imple-
mentation of a 1D-DCT processors to effect a bet-
ter comparison for Type A and C blocks. Figure 3
gives a symbolic diagram of the DCT processor
for the case of N=8. There is a physical loop mul-
tiplier inside every bin, which is hardwired for one
of its inputs. The benefit of the hard-wired multi-
plier is that only the set bits of the coefficient are
to be implemented. This kind of approach makes
a lot of savings in the area of the multiplier.

Another method to reduce the area is to use
multiplier-blocks [1]. By implementing the coef-
ficients as the sums of shifted forms of input and
cascading them, multiplication can be realized in
a more efficient way in terms of area and delay
[2]. This implementation also reduces the spuri-
ous glitches occurring at the outputs of the adders
throughout the multiplication, making the imple-
mentation less power consuming. Our coefficient
realizations for N=8 and noise-level requirement
of 5*107 are:

Q=Y 7= 2((1-29)*(1-27°) 422 42°%)  (2a)
(2b)

By==Bs=22 (142" +29*(1- 21)+2) (20)

0, =7 o= 22H((1422)%(1-24-2712) +2%)

| out

—>| RM 3
in

=
Scale
Coefficient

ROM (8)

Figure 3. Flow diagram of 1D-DCT structure.
RMs are Recursive modules, Rs are registers.

If the same block is to be a multifunctional for-
ward and Inverse DCT (IDCT), one should use a
general-purpose multiplier in the loop too [5].
There is another multiplication outside the recur-
sive module. So only one general-purpose multi-
plier as in Figure 3 with a scale coefficient ROM
bank as an input is enough.

As seen from Figure 3, the input is directly taken
into the recursive modules with the processing
starting without latency. The clock is the same as
the input data clock. This kind of approaches mini-
mizes the need for storage elements used in the
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pre-processing of some DCT algorithms [4]. How-
ever there is a drawback that the loops run for N
clock cycles to calculate one output, resulting in the
accumulation of errors. Pre-processing the input
column data at the expense of storage elements and
latency can reduce the accumulated errors [5]. To
compare the area and word-lengths, a traditional all-
Type-B design has also been realised and simulated.

3. SIMULATIONS

To demonstrate that using Type A and Type C
recursive structures for near-DC and near-Nyquist
frequency bins would be more area and power ef-
ficient, several transform lengths were considered.
For each transform length, namely N=8, 16, 32 and
64, the all-Type-B architecture, and Type ABC ar-
chitecture have been implemented with optimal
(MSE sense) word-lengths. These word-lengths
were constrained for three different MSE noise
levels, namely 5*107, 5¥10 and 5*10. When a
2D-DCT designis considered, the MSEnoise level
of 5*¥107 for ID-DCT would result to be close to
the MPEG standard [8].

The optimisation simulations were excited with
uniformly distributed random numbers in the in-
terval (-300,300). Figure 4 shows the required pre-
cision for the loop-multiplier coefficients at dif-
ferent transform lengths to achieve a MSE level of
5*%107. Itis seen in Fig. 2 that Type A and C coef-
ficients are smaller at near DC and Nyquist, re-
quiring less integer bits to represent. Thus, the
loop-multiplier coefficients inside the recursive
modules are shorter in length when Type A and
Type C structures are used.

N=8 error-level=5e-007

—<— type bbb
21 — type abc

Num ber of bits farpanultiplier coefficient
©

2 4 6 8
Frequency bin number k (a)

N=32 error-level=5e-007
—<— type bbb
24 — type abc

Number of bits for loop multiplier coefficient
N
S

5 10 15 20 25 30
Frequency bin number k
()

The effect of the coefficient word-length on the
area of the loop-multiplier depends on the number
of set bits (1°s) inside each individual coefficient.
Therefore, in order to estimate the area savings, it
is required to calculate the number of ones inside
the coefficient of each frequency bin. Figure 5 de-
picts the number of set bits for an error level of
5*107 for different transform lengths. It can be
observed that as one approaches DC, the number
of sets bits for Type A modules are less than those
for Type B, since both coefficients are positive and
the Type A coefficients are near zero. As one ap-
proaches Nyquist, Type C coefficients usually have
one less set bit in comparison to Type B. This is
due to the sign difference of Type C and Type B
coefficients. Since they are complements of each
other, the only difference between their binary rep-
resentations is the MSB coming from the sign
change.

The two 1D-DCT implementations are the same
for the Type B bins, hence there is no difference in
the coefficient lengths as seen in Figures 4 and 5.

A summary of comparative results in terms of
number of adders used in the Type ABC structures
is given in Table I. There are quite significant sav-
ings for N=16 and higher transform lengths, fur-
thermore for N=8, the overhead of the extra adder
stage in the Type C recursive module dominates
the area savings in the loop-multiplier. However,
the figure of area savings for N=8 and MSE level
of 5*%1077 changes dramatically when the coefficient
realizations are undertaken as shown in Equation
2. The multiplier area is reduced by 1/3 and the
total area is 15.9% smaller than the design done

N=16 error-level=5e-007

—— type bbb
21 —— type abc

Number of bits for loop multiplier coe fficie nt

5 10 15
Frequency bin number k
(b)

N=64 error-level=5e-007

R —S— type bbb
25 RN = type abc

20

Num ber of bits for loop multiplie r coe fficie nt

Frequency bin number k

(d)

Figure 4. Comparison of coefficient word-length for MSE level of 510" for a) N=8 b) N=16
¢) N=32 d) N=64
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by the hard-wired multiplier. This multiplier-block
technique together with Type A and Type C struc-
tures would give much better results for different
N values. It would also result in a significant re-
duction of transitions occurring throughout the
multiplier, thus enhancing the power consumption
ofthe whole circuit. A more general study on power
savings will be performed by effecting low-level
implementation and power simulations.

The area savings in terms of adder bits if gen-
eral-purpose multipliers were to be used inside the
recursive loop is depicted in Table II. Inall cases,
the area is reduced by up to 8% with the Type ABC
design.

4. CONCLUSION

A novel DCT architecture has been proposed
where the benefit of Type A and C Goertzel filters
were exploited. It has been shown through
behavioural simulations that there are area savings
of up to 9% when these recursive modules are used
instead of Type B near the DC and Nyquist fre-
quencies. The coefficient word-length character-
ization for a given noise level has been performed
for different transform length DCT processors.
Combining the techniques of multiplier-blocks
these savings have been increased further to 16%
for an N=8 1D-DCT design. Our future work will
focus on the silicon-level implementation of recur-
sive 2D-DCT using the mentioned techniques as
well as low-power implementation styles.
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