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Abstract: A novel communication platform is presented, which helps in the monitoring and deployment of distributed 
wireless networks. Its major part is based on distributed embedded web servers connected to RF-communication heads. 
The web servers act as distributed communication hubs and exchange data via XML-feeds with web2.0-capable clients.  

The first implementations are concentrating on the monitoring direction, as this approach eases supervision of 
spatially distributed wireless networks, and also allows seamless remote monitoring. But it is also capable to feed data 
frames into the wireless network. 

The platform already supports protocols like Wireless M-Bus and EnOcean Radio Protocol (ERP), but is flexible to 
integrate arbitrary protocols. In addition, this is - to the very best knowledge of the authors - the very first AJAX 
implementation on a very lean embedded web server. 
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1. INTRODUCTION 
The test of wireless protocols is always a hurdle, 

because of the wide variety of states and parameters 
at the different nodes to be tested. This especially 
holds true, if the main objective of the test is in the 
distributed functionality of the wireless network. 
Those networks might come not only with tens, but 
potentially with hundreds of individual nodes, which 
might be the case with wireless sensor networks for 
ambient intelligence [1]. In this case, problems may 
occur not only during programming, but also during 
commissioning and operation [2].  

Sniffer and commissioning tools are widely 
available. There can be found three categories of 
those tools: 
1. proprietary tools with support for only one 

protocol. Those are mostly delivered from the 
manufacturers of proprietary wireless protocols. 
Examples are available from [3] or [12], although 
not being listed as standard products. 

2. commercial tools with support for one more than 
one standard protocol [5].  

3. open-source tools with generic support for 
arbitrary protocols. Best and presumably most 
widespread example is Wireshark [6]. 
In addition, we see different layers, where those 

tools work: 
1. There are tools working on the physical level to 

support physical dislocation of the nodes.1 
2. Other tools perform logical decoding and support 

network analysis. 
All those tools are based on fat client 

architectures. Thus they require a PC or PDA 
equipped with an RF-frontend, where the sniffer tool 
is installed. Consequently, mostly local monitoring 
can be supported. 

 
2. STATE OF THE ART 

The In the field of wireless testbeds, we are 
aware of mainly two approaches. On the one hand, a 
variety of commercial testbeds concentrate on the 
RF-characteristics of the nodes and the channel. 
They allow prototype measurements and production 
tests. On the other hand, academic publications in 
the field of testbeds mainly deal with the provision 
of generic hardware platforms, e.g. [7] [8] [9].  

However, these approaches do not sufficiently 
target the communication aspects of the network 
nodes, but concentrate on the sensing and processing 
aspects. 

There is only a small number of publications 
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known to the authors, that monitor and control the 
architectural aspects of distributed wireless 
networks: 
• [10] presents moteLab, an environment using 

networked “backchannel” interfaces for remote 
reprogramming and monitoring the sensor nodes, 
and a centralized web server. 

• [2] describes SNIF, which uses a deployment 
support network (DSN) [11], a wireless network 
that is  temporarily installed alongside the actual 
sensor network during the deployment process, 
selection algorithms, and a graphical user 
interface. 
 
3. OBJECTIVES & REQUIREMENTS 
Our system shall fulfill the following 

requirements: 
• It shall reliably support spatially distributed 

monitoring and commissioning with a direct and 
bidirectional access to the wireless nodes. 

• It shall be low cost in terms of hardware and 
installation efforts. 

• It shall support long-term monitoring with or 
without online connectivity. 

• It shall support remote access via wide-area 
networks. 

• It shall be comfortable to use and make all 
available functionality be easily accessible. 
 

4. SOLUTION 
Physical Testbed 
Our testbed installation includes the following 

elements, which are shown in Fig. 1: 
• management nodes (M in Fig. 1), which allow to 

monitor and control the network. All kinds of 
management can be supported: passive 
observation (passive sniffing), semi-active 
observation (additional management frame 
exchange with the network node) and active 
injection of management or data frames into the 
network. The management nodes come with a 
novel web approach described below. 

• server nodes (S’ and S in Fig. 1), which collect 
the data from the management node, or the other 
server nodes, 

• a client computer (C in Fig. 1) that accesses the 
input from the management nodes. As 
management traffic is pure http and XML, there 
is only a single requirement to the client 
computer: It shall be capable to run a JavaScript 
enabled web client. Tests were performed with 
PC platforms, but also with portable 
communication devices, such as PDAs and 
iPhones. 

 
Fig. 1 – Monitoring nodes (M) are connected to servers 

(S), which collects the data exchanged between the 
wireless nodes (N) 

During the development phase, two types of 
installations were used:  
• a physical test bed with spatially distributed 

nodes, where the communication channels are 
guided along wired RF-links and controlled by 
attenuation elements. Fig. 2 shows the test bed, 
which was used for prototyping and automated 
test runs. 

• real life test installations in various office 
buildings. 

 
Fig. 2 – Physical testbed for automated verification of 

routing mechanisms 

For ease of development and testing, two further 
elements were established  
• automatic test scripting in support of regression 

testing. Those scripts are included into the 
firmware of the network nodes.  

• a rich-client management tool to observe and to 
control the distributed nodes. The functionality of 
this tool is now transferred to the web based 
management nodes. However, this tool already 
was connected to the distributed management 
nodes via TCP/IP, but uses a proprietary 
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application protocol.  
 

AJAX for Embedded 
Although, web servers on embedded devices are 

around for more than one decade [14] [15], it is still 
worth mentioning that the integration into a 
standardized client server architecture allows 
decisive advantages. This is mainly due to the fact 
that a thin web client can be used and all the 
functionality can be downloaded from the server 
without further installations at the client computer. 

It is especially this advantage, which is extended 
with client-side scripting, as not only html-code, but 
functional scripts can be transferred online to the 
client and executed there. Thus all performance 
intensive computing is transferred onto the client 
platform while remaining completely platform 
independent. 

In addition, web2.0 comes with further 
advantages, which makes it suitable for use in 
embedded internetworking. From a technical point 
of view, Web2.0 is based on AJAX (Asynchronous 
JavaScript and XML) and the architecture shown in 
Fig. 3. It additionally allows dynamic loading of 
single XML-fields via XMLHttpRequest and thus 
significantly may help to reduce traffic volume. 
Usually Ajax toolkits are used to accomplish these 
tasks. 

 
Fig. 3 – Software architecture of embedded web2.0 

web server in radio networks 

During a product scouting for a suitable 
JavaScript toolkit [16], which would be lean enough 
to be located at the embedded web server and 
compatible with the JavaScript interpreters of 
modern web browsers, two toolkits were identified: 
• MooTools [17] [18] is a compact, modular, 

object-oriented JavaScript framework, 
• jQuery [19] is a fast and concise JavaScript 

Library that simplifies HTML document 
traversing, event handling, animating, and Ajax 
interactions for rapid web development. 

Both showed good performance, while allowing 
compiled libraries sizes of around 17 kBytes 
(minified and compressed). On the other hand these 
libraries provide a lot of functionality that is not 
needed. The last and most important argument for 
not taking advantage of existing JavaScript toolkits 
is their size. Although 17 kB for a JavaScript library 
(like JQuery or MooTools) is small, it would have 
more than doubled the size of our whole JavaScript 
code.  

Therefore, it was decided implement small 
custom methods. They are designed to be easily 
adaptable to new protocols and concentrate around 
sorting and filtering. 

Consequently, cost can be kept low, and web 
technology can be used at every single management 
node, and not only at one central database server, as 
compared to [6]. 

 
Hardware Platform 
A PCB was developed to operate the system. It is 

shown in Fig. 4 and contains the following elements: 
• a ColdFire MCF52235 microcontroller [20], 

which features 256KB Flash, 32KB RAM, a 
10/100Mbit/s Ethernet and three RS232 
interfaces. It has a clock rate of 60MHz and a 
Real-Time-Clock with a resolution of 31.25 µs, 
which is high enough to generate a unique 
timestamp for every telegram in the ring buffer. 
The ring buffer is also implemented on this 
controller as a temporary storage for up to 256 
telegrams. 

 
Fig. 4 – PCB for gateway platform 

• Interfaces to wireless modules to get access to the 
wireless network. The interfaces are connected 
via SPI. As for some wireless protocols, more 
than RF-frequency, as for example with EnOcean 
Radio Protocol [12] or Wireless M-Bus [13]. 
Therefore, two wireless modules can be 
connected to act simultaneously, which can also 
be seen in Fig. 2. 

• Serial interfaces can also be used to connect to 
DSN network. Available modules include 
WLAN for easy-to-install local infrastructure and 
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GPRS for remote and wide-area-network access. 
• USB on the-go allows “infinite” local storage of 

monitored data. 
 
Software Architecture 
The software architecture from the Coldfire 

MCU contains the following elements: 
• The heart is the emBetter embedded web server 

[21];  
• A UART-handler which reads and writes the data 

to the wireless modules. 
• The web server software gains access to these 

telegrams via an exposed API, which allows for 
retrieval of specific telegrams as well as 
initialization of the buffers and deletion of the 
content. 

• The data is retrieved from a web-client via 
HTTP. Whereas the whole web page including 
the Java Script Libs has to be downloaded at the 
first run, after that it is only the XML-Feeds that 
follow. Thus, the communication channel can be 
kept very lean. It should be highlighted that all 
functionality is performed on the client, i.e. 
display, sorting, filtering, storing. 
 
Figs. 5, 6 and 7 give an impression on the 

functionality of the generated web pages. Additional 
features, such as filtering, sorting and export of 
captured frames are supported within the JavaScript-

engine of the client and leave the embedded web-
server without this additional load. 

The practical experience during the use of the 
testbed and in various test campaigns was very 
positive. It allowed excellent visibility of the states 
and frames during the development of firmware for 
various wireless protocols, and enabled extended 
and remote monitoring capabilities during the 
operation of the networks. 

In addition, it could be observed that the data rate 
of the connections amongst the sniffers was as low 
as anticipated, i.e. data frames plus http and xml 
overhead. 
 

5. OUTLOOK 
The gateway platform is now being used in real 

installation for Wireless M-Bus and EnOcean Radio 
Protocol. Further work will include extension to 
other protocols, use of WLAN for the DSN, and 
time synchronization for improved filtering in 
spatially distributed networks. 

The main challenges remain with the security of 
the intellectual property of protocols, as those details 
will be readable from the JavaScript code. 

In addition, JavaScript does not allow access to 
multiple servers for security reasons. Consequently, 
a JavaScript based portal server is not at hand.  
 

 
Fig. 5 – Screenshot of the packet mode web-site for Wireless M-Bus protocol 
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Fig. 6 – Screenshot of the table mode web-site for Wireless M-Bus protocol 

 

Fig. 7 – Screenshot of the packet mode web-site, showing details using “mouse-over” for Wireless M-Bus 
protocol 
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