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Abstract. The paper describes improved face detection methods for grayscale and color images using the combined 
cascade of classifiers and skin color segmentation. The combined cascade with proposed face candidates’ verification 
method allows achieving one of the best detection rates on CMU test set and a high processing speed suitable for a 
video flow processing. It’s also shown that the mixture of color spaces is more efficient during the skin color 
segmentation than the application of one color space. A lot of experiments are made to choose rational parameters for 
the developed face detection system in order to improve the detection rate, false positives’ number and system’s speed. 
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1. INTRODUCTION 
During the last decade the researches in the face 

detection (FD) area became more and more active. 
The reason is that there are a lot of applications of 
this task such as face recognition, video-
conferences, content-based image retrieval, video 
surveillance, human-computer interface, face 
expressions’ analysis, visitors’ counting, access 
control where the detection is the first stage of any 
face processing [1]. The FD task is quite easy for the 
humans but becomes a serious problem while 
developing an automatic detection system. In this 
case it is necessary to deal with a lot of factors 
which affect the face appearance such as viewpoint, 
slope, face expression, occlusions, light conditions, 
etc. 

There are number of existing FD approaches but 
in respect to the detection rate and false positives’ 
number (FP) more effective are the methods from 
appearance-based group [1]. Some of them like 
neural networks [2, 3, 4, 5], support vector machines 
[6, 7, 8], Bayesian classifier [9] make use of the 
monolithic classifiers and some of them are based on 
the cascade of classifiers [10, 11, 12, 13, 14, 15]. 

In general, the FD methods based on the face 

modeling show good results on the complex test sets 
(for example, on CMU test set [3] which includes 
130 images with 507 faces) and are able to process 
more than 10 images per second. There is also the 
range of applications where the existent FD methods 
are not suitable, for example, video surveillance 
systems and access control. In such systems to 
achieve the high detection rate with the lowest false 
positive detections it is necessary to use the complex 
monolithic classifiers. However, their usage with the 
existing face search strategies lowers the 
performance of FD subsystem and makes impossible 
processing of the video stream. Methods with the 
cascade of classifiers allow fast video information 
processing but are not so effective. For example, 
with increasing of the detection rate by more than 
90% the false positive detection rate increases 
exponentially [12]. Thus, the development of new 
FD methods that will show a high face detection rate 
and low number of false positive detections is very 
actual task. The important point also is the 
possibility to work with the video stream. 

In this paper we research the proposed in [16, 17] 
FD methods for effective processing of grayscale 
and color images by applying the skin color 
segmentation and combined cascade of classifiers. 
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Moreover, in order to configure the rational 
parameters of developed FD system we provide the 
experimental results of such researches in respect to 
the detection rate, number of false positive 
detections as well as the performance. 

 
2. FACE DETECTION ON GRAYSCALE 

IMAGES 
The cascade structure of the FD classifier allows 

achieving high image processing speed due to the 
fast background rejection and paying more attention 
to the face-like regions. But in comparison with the 
monolithic classifiers the cascade classifier (for 
example, Haar-like features’ cascade of weak 
classifiers [10]) increases the detection error and FP 
rate. The extension of Haar-like features’ set [12] as 
well as improvement of the training algorithm [11] 
for the cascade of weak classifiers allows increasing 
the detection rate only by 7-8% for the low FP rate. 
Therefore, to achieve higher detection and lower FP 
rates it is necessary to join the quick cascade 
classifier and accurate monolithic one within the 
two-level combined cascade of classifiers instead of 
using them independently. The two-level cascade of 
classifiers is called “combined” because it combines 
the different-nature classifiers, which are chosen and 
justified by authors: the first level is represented by 
the Haar-like features’ cascade of weak classifiers, 
which is responsible for the face candidates’ 
detection, and the second level is a convolutional 
neural network for the candidates’ verification (Fig. 
1). We should also mention that there is no input 
image preprocessing stage as well as in [5]. 

 
Fig. 1 – Face detection process using combined 

cascade of classifiers. 

The Haar-like features’ cascade of weak 
classifiers (CWC) [10] allows detecting face 
candidates very quickly (near real-time mode for the 
video flow). The CWC consists of levels which 
include one or more weak classifiers. The weak 
classifier’s input is represented by Haar-like feature 
of the rectangular form which is composed of 
“white” and “black” rectangles. The feature’s value 
is [10] 

bbww SwSwxf ×+×=)( , 

where x – input image sub-window, ww  and bw  – 
whole rectangle’s and its black part’s weights 
accordingly, wS  and bS  – whole rectangle’s and its 
black part’s sums of pixels (these sums are 
calculated very fast using an integral image [10]). A 
weak classifier’s output value defines as 
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where p  – polarity, which indicates the direction of 
the inequality, θ  – weak classifier’s threshold. The 
cascade of weak classifiers is a linear combination 
of weak classifiers which is evaluated as [10] 
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where T – weak classifiers’ number, tw  – t-weak 
classifier’s weight. The AdaBoost algorithm [18] is 
used for the CWC’s training and the selection of the 
most important Haar-like features. 

The verification level uses the convolutional 
neural network (CNN) [5] which is more robust to 
the input images’ deformations (shifts, scales, 
rotations, occlusions) in the classification issues due 
to the architectural features than other known 
classifiers [19]. The output value of a neuron with 
the coordinates (m,n) of p-plane and l-layer is [16] 
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where x – input face candidate’s image, F – neuron’s 
transfer function, )(,

, xS pl
nm  – neuron’s weighted sum. 

According to the recommendation in [20] the bipolar 
sigmoid transfer function is used for CNN with the 
output range [-1; 1]. Therefore, the expression (1) 
may be represented as 
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where a neuron’s weighted sum is: 
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where K – input planes’ number (as well as 
convolutional kernels), R and C – convolutional 
kernel’s height and width, kpl

crw ,,
,  – synaptic weight 

with coordinates (r, c) in the convolutional kernel 
between k-plane of the (l-1)-layer and p-plane of the 
l-layer, plb ,  – neurons’ threshold of the p-plane and 
l-layer.  

We used the sparse structure of the CNN instead 
of the full-connected as well as decreased the 
number of layers by performing the convolution and 
subsampling operations in each plane 
simultaneously [21] (Fig. 2) in order to increase the 
neural network’s processing speed. 

 
Fig. 2 – Convolutional neural network’s structure for 

the combined cascade of classifiers. 

In order to define the way of interaction between 
the levels of the combined cascade of classifiers we 
analyzed and compared two known face candidates’ 
verification methods [5, 10-15]:  

 straight verification of candidate’s image by 
CNN, 

 extended candidate’s image is scanned by CNN 
using fixed-size window at several scale levels.  

The face candidate’s image is a clustering result 
of all multiple detections across scale and position 
for one candidate.  

The first known verification method is simple in 
implementation and very fast because the number of 
CNN’s simulations is equal to the quantity of 
candidates. It’s used in some FD approaches with 
cascades of single-type classifiers: weak classifiers 
based on Haar-like features [10], multilayer feed-
forward neural networks with local receptive fields 
[14], SNoW networks [15] etc. The authors’ 
researches showed [16] that this verification method 
applied to the combined cascade of classifiers results 
in the lower detection rate (70.5% with 10 FP on 
CMU test set) in comparison with the FD method of 
P. Viola and M. Jones [10]. The detection rate 

increases (83.5% with 10 FP) [16] when the first 
known method is applied with the verification of all 
candidate’s multiple detections. But the verification 
time also increases because the number of CNN’s 
simulations for one face candidate defines as: 

∑
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where )(xWINd  – d-multiple detection across scale 
or position for the face candidate x, D – the number 
of multiple detections. 

The second known verification method allows to 
accept face candidates even in the case of inaccuracy 
detection of their coordinates across scale or position 
[3,5] and this fact is acknowledged by a high 
detection rate of the combined cascade of classifiers 
(88.8% with 9 FP on CMU test set). But authors also 
ascertained that the mentioned verification method is 
characterized by the higher computational 
complexity than the first known method because the 
number of CNN’s simulations for each face 
candidate is 
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where )(, xWIN s
cr  – a fixed-size window with the 

coordinates (r,c) on the face candidate’s image x for 
s-scale level, W and H – window’s width and height, 
R and C – width and height of a face candidate’s 
image. 

Thus two above mentioned known face 
candidates’ verification methods have some 
disadvantages which don’t allow their efficient 
applying to the combined cascade of classifiers: the 
first method has a low detection rate and the second 
one is characterized by a high computational 
complexity. Therefore, the authors proposed a new 
verification method (Fig. 3). It is based on the 
CNN’s property to process an input image of any 
size at once [5]. 

 
Fig. 3 – Face candidates’ verification process using the 

proposed method. 

According to the proposed face candidates’ 
verification method the face candidate’s image is 
extended and a pyramid of images across a scale is 
built for this extended area. This pyramid consists of 
the extended face candidate’s images scaled by 
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factor 0.8. The size of the last pyramid’s image has 
to be not less than 32x36 (default CNN’s input size). 
Each image from the pyramid is processed by the 
CNN at once instead of been scanned by a fixed-size 
window like in the second known verification 
method. After the processing of all pyramids images 
by a CNN the number of multiple detections is 
counted and a candidate is accepted as a face when 
the number of multiple detections is equal or greater 
than the threshold value which is chosen 
experimentally. It’s obviously that the number of 
CNN’s simulations for one face candidate is 

∑
−

=

=
1

0
)(

S

s

sWINxNNSim . 

The computational complexity’s analysis of the 
proposed and known verification methods is showed 
in Table 1. 
Table 1. Computational complexity comparison of the 
proposed and known verification methods used in the 

combined cascade of classifiers on CMU test set 

Verification method 

Total time of 
CNN’s 

simulations, 
s 

Fraction of 
CNN’s 

simulations in 
FD process, % 

First 0.7 3.1 
First (with multiple 
detections’ checking) 5.0 18.0 

Second 81.6 79.3 
Proposed 9.4 30.2 

 
As we can see from Table 1, the first known 

verification method has the lowest computational 
complexity and increases the processing time of the 
combined cascade of classifiers by 3.1% (or 18% in 
the case of multiple detections’ checking) on CMU 
test set. The largest computational complexity is 
inherent in the second known verification method 
which enlarges the processing time of the combined 
cascade of classifiers by 79.3%. The proposed 
verification method increases the processing time by 
30.2%. 

We also researched these verification methods 
according to the detection rate and number of FP 
(Fig. 4). The proposed verification method, as 
shown in Fig. 4, allows receiving in average up to 
5.2% higher detection rate in comparison with the 
first known verification method with multiple 
detections’ checking and only in average up to 0.2% 
lower detection rate as compared with the rate of the 
second known verification method. Taking into 
account the results of the abovementioned 
researches it is evidently that the proposed 
verification method is more suitable for the 
combined cascade of classifiers because it provides a 
high detection rate and allows boosting the FD 

process in 8.6 times in comparison with the second 
known verification method. 

 
Fig. 4 – ROC-curves of the combined cascade of 

classifiers using different verification methods on 
CMU test set 

The further experimental researches showed that 
the combined cascade of classifiers with the 
proposed face candidates’ verification method 
demonstrates one of the best detection rates on CMU 
test set in comparison with known FD approaches 
(Fig. 5). 

 
Fig. 5 – Comparison of the face detection methods’ 
results using CMU test set at 7-10 false positives. 

The improved FD method based on the combined 
cascade of classifiers yields only to the method of C. 
Garcia and M. Delakis [5] approximately on 2% by 
detection rate but it is 8 times faster. 

 
3. FACE DETECTION ON COLOR 

IMAGES 
The presence of information about skin color 

potentially can increase the efficiency of the FD 
process as it restricts the area of faces searching. As 
the result, it will reduce the number of false positive 
detections as well as the processing time of the input 
image [22, 23]. Thus, there is a reason to improve a 
method based on combined cascade of classifiers for 
face detection in color images. It is necessary to add 
an additional level of face candidates’ detection to 
the combined cascade of classifiers before the skin 
color based cascade of weak classifiers [17]. Taking 
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into account that skin color segmentation can be 
pixel-based or region-based, the authors make use a 
pixel-based segmentation. It supposes to create a 
classifier which will distinguish the skin color pixels 
from the background ones. Also it is reasonable to 
make use of modeling method with the explicitly 
defined skin regions as it is simple in 
implementation, fast and quite accurate [22]. 

There are several color spaces that can be 
successfully used for segmentation. For example, for 
RGB color space the authors use the following 
explicitly defined boundaries of the skin color 
cluster (for each of the R, G, and B channel) [24]: 

{ } { }
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Also authors researched the TSL, YCbCr and 
YIQ color spaces and defined the following skin 
color cluster boundaries (for each of the T; Cb, Cr; I 
and Q channels) [23]: 

65.045.0 ≤≤ T , 
160135 and 13585 ≤≤≤≤ RB CC , 

12.00.08- and 22.002.0 ≤≤≤≤ QI . 

The experimental results of FD method on color 
images were performed on the UCD test set [25], 
which consists of 58 color images with 224 upright 
frontal faces. On the Fig. 6 there are shown the 
experimental results of combined cascade and skin 
color segmentation in RGB, TSL, YCbCr and YIQ 
color spaces. 

As you can see from the Fig. 6a, the highest 
detection rate was showed by TSL-based skin color 
segmentation. In comparison with YCbCr, YIQ and 
RGB the results are better in average by 0.4%, 1.3% 
and 2.7% representatively. From the Fig. 6b we can 
conclude that the shortest time of FD is for the RGB 
color space. 

The authors also have researched the effect on 
the detection rate of the combined cascade of 
classifiers for skin-color segmentation in two color 
spaces. The segmentation results are combined by 
logical operator AND (Fig. 7). 

 

 
a) 

 
b) 

Fig. 6 – ROC-curves (a) and the detection time (b) of 
the combined cascade of classifiers on UCD test set 

using different color spaces. 

 
a) 

 
b) 

Fig. 7 – ROC-curves (a) and the detection time (b) of 
the combined cascade of classifiers on UCD test set 

using combinations of color spaces. 

From the FD results in Fig. 7a is it clear that to 
achieve high detection rate it’s reasonable to use a 
combination of TSL+YIQ color spaces. Whereas to 
achieve the high speed (see Fig. 7b) we have to use a 
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combination of RGB+TSL color spaces. It also 
should be noted that the RGB+TSL color spaces at 
the average show lower detection rate only by 1.3% 
in comparison with TSL+YIQ color spaces. 

 
a) 

 
b) 

Fig. 8 – ROC-curves (a) and the detection time (b) of 
the combined cascade of classifiers on UCD test set 

using one color space and their combinations. 

 
a) 

 
b) 

Fig. 9 – The segmented image before (a) and after (b) 
applying of morphological operations 

The analysis of FD results with the usage of skin 
color segmentation in one color space and in 
combination of few color spaces shows (Fig. 8) that 
it is more reasonable to use combination of 
TSL+YIQ or RGB+TSL color spaces. Such 
approach allows obtaining higher results of FD in 

average by 1.7% and 0.8% accordingly. Also it 
allows reducing the detection time on UCD test set 
by 6% and 26% respectively in comparison with 
single TSL color space. 

In order to improve the segmentation results 
authors used the morphological operations such as 
erosion, dilation and holes’ filling [17, 23]. The 
operation of erosion will cause replacing of the 
boundary pixels with 0 that allows distinguishing 
elements from each other. The dilation will perform 
the backward operation by replacing boundaries 
pixels of background with 1. Holes’ filling allows 
having solid segments without any background area 
inside. As a result of applying morphological 
operations the segments will be distinguished from 
each other, their boundaries will be rounded out and 
the small-size segments will be removed (Fig. 9). 

 
a) 

 
b) 

Fig. 10 – ROC-curves (a) and the processing time (b) 
of the combined cascade of classifiers on UCD test set 

with and without skin color segmentation. 

The further processing of the segmented image 
can be done either by passing each of the skin-like 
segments to the combined cascade of classifiers as 
the separate images or processing the entire image 
with the applied binary mask by combined cascade 
of classifiers. The mask consists of 1 where the pixel 
belongs to skin-color and 0 otherwise. The second 
approach is more preferable since it requires less 
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computations – there are no need to find an integral 
image for each segment, the segments’ area are not 
processing twice when the large segments include 
smaller ones. Also such approach allows detection 
of more face-candidates as the segments’ boundaries 
can contain partially segmented faces and they will 
be processed too. In this case to avoid background 
processing the cascade of weak classifiers will 
process only those windows where the number of 
zero pixels is less than 70%. Such high threshold 
level is explained by the necessity of processing 
skin-color segments’ boundaries since the faces are 
often segmented partially. The experimental results 
of FD method on UCD test set show that processing 
of the input image by combined cascade of 
classifiers with the applies binary mask performs by 
20% faster than the processing of each segments 
separately. 

The authors also conducted a comparative 
analysis of FD results by the combined cascade of 
classifiers with and without skin-color segmentation 
(Fig. 10). 

As we can see from Fig.10, the improved FD 
method with skin-color segmentation shows higher 
detection rate in overage by 1.3% and 2.6%. Also it 
requires by 29% and 10% less time for input image 
processing when using RGB+TSL and TSL+YIQ 
color spaces respectively in comparison with FD 
method on grayscale images (see Section 2). 
Increasing of the detection rate caused by decreasing 
number of false positive detections since a lot of 
background areas where FP detections usually 
appear are rejected by skin-color segmentation level. 

 
4. SELECTION OF THE FACE 

DETECTION SYSTEM’S PARAMETERS 
The FD system was implemented in C++ within 

Microsoft Visual Studio Team System 2008 
environment [26] using Intel Open Computer Vision 
Library (OpenCV) [27] and Intel Integrated 
Performance Primitives (IPP) [28] (Fig. 11). 

To determine the rational parameters with the 
maximal face detection rate, speed, and the minimal 
FP number authors performed a number of 
experiments on the test sets and in real environment, 
such as: 
1) Determination of the number of active training 

epochs for CNN; 
2) Comparative evaluation of the grayscale image 

preprocessing; 
3) Determination of the multiple detections 

threshold values for the combined cascade of 
classifiers’ levels at the grayscale and color 
image processing; 

4) Test set analysis for the second kind error (the 
faces are not detecting); 

5) Evaluation of the combined cascade of 
classifiers’ performance while processing the 
video stream. 

For testing there were used a Logitech QuickCam 
Messenger web camera, connected to the PC Intel 
Celeron E1200 Dual-Core 1.6GHz with 1Gb RAM. 

1) In order to evaluate the required number of 
active training epochs for CNN for achieving 
acceptable detection rates and number of FP 
detections authors researched the dynamic of these 
parameters on the CMU test set during the training 
(Fig. 12). 

 

 
Fig. 11 – The main dialog box and the results of the 

developed face detection system 

 
a) 

 
b) 

Fig. 12 – Dependency of the detection rate (a) and FP 
number (b) from CNN active training epochs on CMU 

test set. 

As follows from the training scenario on Fig. 12, 
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the detection rate is gradually decreasing from 90% 
to 87% in 14 training epochs (by 0.2% per epoch in 
average). Thus, based only on the detection rate 
dynamic’s analysis, the authors can conclude that to 
provide highest detection rate the training time 
should be minimal. However, the detection rate 
index should be considered always in combination 
with the number of FP detections. That’s why to 
achieve an acceptable number of FP detections (10-
12) the CNN requires more than 8 training epochs. 

2) Some FD methods [2,3] expect to receive a 
preprocessed image at the input of classifier. Such 
preprocessing includes illumination correction and 
pixels’ histogram equalization. As there was 
mentioned before, there are no need in preprocessing 
stage for improved FD method on grayscale images. 
The experiments showed that the pixels’ histogram 
equalization of the face-candidates reduces the 
combined cascade of classifiers’ detection rate on 
the CMU test set in average by 6% (Fig. 13). 

 
Fig. 13 – ROC-curves of the combined cascade of 
classifiers on CMU test set with and without input 

image preprocessing 

3) While detecting faces no less important 
parameter is a threshold value of face-candidates 
multiple detections by cascade of weak classifiers 
and CNN. The threshold value affects on the 
correlation of detection rate and number of FP 
detections. It is obvious, that for the cascade of weak 
classifiers we should determine the value of this 
parameter that will provide highest detection rate. 
The reason is that the detection rate of cascade of 
weak classifiers determines the maximum possible 
detection rate of whole combined cascade of 
classifiers. The experiments showed (Fig. 14) that 
for cascade of weak classifiers it is reasonable to 
choose a threshold value of face-candidates multiple 
detections equal to 1. Such value allows achieving of 
the highest detection rate up to 91%. 

The similar researches on determination of the 
multiple detections threshold value (MinMD) were 
also conducted for CNN (Fig. 15). As illustrated on 
Fig. 15, the maximum detection rate is achieved by 

setting the minimal number of multiple detections 
MinMD=1. In this case the detection rate is higher in 
comparison with other multiple detections values in 
average by 0.2-1.4%. We should mention also that 
the usage of smaller MinMD=1 allows improving of 
the combined cascade of classifiers’ performance 
due to applying the face acceptance system which is 
implemented in face-candidates verification module. 

 
Fig. 14 – The detection rate of the cascade of weak 
classifiers on CMU test set with different multiple 

detections threshold values. 

 
Fig. 15 – ROC-curves of the combined cascade of 
classifiers on CMU test set with different multiple 

detections threshold values for CNN. 

 
Fig. 16 – ROC-curves of the combined cascade of 
classifiers on UCD test set for different multiple 

detections threshold values for CNN. 

Taking into account that preliminary experiments 
on determination of the minimum number of 
multiple detections were performed on CMU test set 
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with the grayscale images, it is expedient to 
determine the threshold value of this parameter on 
color images also for the cases where skin-color 
segmentation is performed. The experimental results 
were performed on UCD test set (Fig. 16). 

It is more reasonable to set the threshold value to 
0 when processing the color images by CNN. This 
allows to achieve higher detection rate on average 
by 1.3% than at MinMD=1 (see Fig. 16). Reducing 
the minimum number of multiple detections while 
processing the color images (in other words the 
stringency of cascade of combined classifiers) is 
explained by additional applying of skin color 
segmentation which rejects much of the background 
– potential FP detections. 

4) While analyzing the error of the second kind it 
is necessary to keep in mind that the combined 
cascade of classifiers is specified for frontal 
horizontal faces’ detection and the possible 
invariance to in- and out-of-plane rotations is 
determined by the nature of classifiers (cascade of 
weak classifiers or CNN) and the train set. 
Particularly, the train set consist samples with 
rotations within [-400; +400] out of the plane, i.e. 
close to half profile, and the slopes in range [-200; 
+200]. Therefore, it is obviously that the combined 
cascade of classifiers should detect faces in these 
boundaries from the test set. Fig. 17 illustrates the 
examples of faces from CMU test set which were 
classified by mistake as non-faces. 

 
Fig. 17 – Some positive examples from CMU test set 
erroneously classified as non-faces by the combined 

cascade of classifiers. 

Some erroneously classified faces have bigger in- 
and out-of-plane rotation angles as it was provided 
in train set. Also some of them are blurred or 
obtained in difficult illumination conditions. 

5) The combined cascade of classifiers’ 
performance analysis of video flow processing 
showed 15-20 fps on the 352x288 pixels input image 
with 20x20 pixels minimal window size. 

 
5. CONCLUSIONS AND FUTURE 

RESEARCHES 
Human face detection method for grayscale 

images is improved using the combined cascade of 
classifiers which consists of Haar-like features’ 

cascade of weak classifiers and convolutional neural 
network. The new face candidates’ verification 
method for the combined cascade is proposed which 
uses the property of the convolutional neural 
network to handle an input image of any size at 
once. The improved face detection method based on 
the combined cascade of classifiers yields only to 
the method of C. Garcia and M. Delakis [5] 
approximately on 2% by detection rate but it is 8 
times faster. 

The improved face detection method is extended 
also to process color images by additional using of 
the mixture of two color spaces for skin color 
segmentation. The application of TSL+YIQ or 
RGB+TSL color spaces’ combinations allows 
obtaining higher face detection results in average by 
1.7% and 0.8% on UCD test set. Also it allows 
reducing the detection time by 6% and 26% 
respectively in comparison w single TSL color 
space. 

The rational parameters of the face detection 
system are determined during the series of 
experiments in order to maximize a face detection 
rate and speed as well as to minimize the number of 
false positives. 

Promising future research directions include the 
parallelization of the combined cascade of classifiers 
training using the computing cluster and application 
of the additional face candidates’ detection means 
like motion segmentation. 
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