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Abstract: The advances and use of technology in all walks of life results in tremendous growth of data available for 
data mining. Large amount of knowledge available can be utilized to improve decision-making process. The data 
contains the noise or outlier data to some extent which hampers the classification performance of classifier built on that 
training data. The learning process on large data set becomes very slow, as it has to be done serially on available large 
datasets. It has been proved that random data reduction techniques can be used to build optimal decision trees. Thus, 
we can integrate data cleaning and data sampling techniques to overcome the problems in handling large data sets. In 
this proposed technique outlier data is first filtered out to get clean data with improved quality and then random 
sampling technique is applied on this clean data set to get reduced data set. This reduced data set is used to construct 
optimal decision tree.  

Experiments performed on several data sets proved that the proposed technique builds decision trees with enhanced 
classification accuracy as compared to classification performance on complete data set. Due to use of classification 
filter a quality of data is improved and sampling reduces the size of the data set. Thus, the proposed method constructs 
more accurate and optimal sized decision trees and it also avoids problems like overloading of memory and processor 
with large data sets. In addition, the time required to build a model on clean data is significantly reduced providing 
significant speedup.  
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1. INTRODUCTION 
The volume of data in databases is growing to 

large sizes, both in the number of attributes and 
instances. Data mining provides tools to inference 
knowledge from databases. This knowledge is used 
to boost the businesses. Data mining on a very large 
data set may overload a computer systems memory 
and processor making the learning process very 
slow. Data sets used for inference may be very large, 
may be up to terabytes. The data mining methods are 
faster when used on smaller data sets. T. Oates, D. 
Jensen [1] proved that removing randomly selected 
training instances;often results in smaller trees that 
are equally accurate to those built on all available 
training instances. Random data reduction technique 
is one of the solutions to handle the large data sets. 
[2].  

The noise or outliers in data also affect the 
classification performance of the classifier on that 
data. An outlier is an instance that is significantly 

divergent with rest of the data set. [3]. Gamberger 
and Lavarac [4] suggested that effect of erroneous 
data on hypothesis could be avoided by eliminating 
it from training data before induction. 

Data cleaning and sampling reduces time 
complexity of decision tree learning. Let n be the 
number of training instances and m be the number of 
attributes in a instance, computational cost of 
building tree is O(m n log n) [5]; as n is reduced due 
to sampling and filterring, the corresponding cost is 
reduced. Similarly the cost of decision tree pruning 
process is O(n(logn)2) [5]. Due to data cleaning 
operation overfitting can be reduced and as 
erroneous data is removed the time complexity of 
pruning process can be reduced significantly.  

The proposed technique integrates data cleaning 
and data sampling techniques to overcome these 
problems. The classification filter is used to filter 
training data to improve data quality, subsequently 
incremental random sampling is applied on this 
filtered data. These cleaned and sampled data sets 
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are used to learn classifiers. 
 

1.1 Decision Tree Construction 
Decision tree is a classifier in the form of tree 

that contains a decision node and leaves. A decision 
node specifies a test to be carried on single attributes 
value. A leave specifies a class. A solution is at hand 
for each probable outcome of the test in the form of 
child node. A tree is traversed from root to node to 
find out the class of an instance. A performance 
measure of a decision tree is the number of correctly 
classified instances called classification accuracy of 
the tree. It is defined in terms of the percentage of 
correctly classified instances. [6] - [8]. A decision 
tree algorithms construct accurate decision trees for 
classification, but they often experience the 
drawback of excessive complexity that can make 
them incomprehensible to human experts [9].  

Hybrid learning methodologies that integrate 
genetic algorithms (GAs) and decision tree learning 
for evolving optimal decision trees have been 
proposed by different authors. Although the 
approaches are different the objective is to obtain 
optimal decision trees. The decision tree is called 
optimal if it is accurate and has minimum number of 
leafs. The GAIT algorithm proposed by Z. Fu [10] 
proposed generation of the set of diverse decision 
trees from different subsets of the original data set 
by using a decision tree algorithm C4.5, on small 
samples of the data. These decision trees are used as 
the initial populations to genetic algorithm. The 
fitness criterion for evaluation is the classification 
accuracy on test data. A. Papagelis, and D. Kalles 
proposed GATree, a genetically evolved decision 
tree [11]. The Genetic Algorithm is used to directly 
evolve binary decision trees. Decision trees those 
have one decision node with to two different leaves 
are operated by genetic operators. The constructed 
trees are called genetically evolved decision trees. 
Similar approaches are available in [12] - [13]. 

 
2. RELATED WORK 

The proposed approach is combination of two 
techniques first is data cleaning and second is data 
sampling, these techniques are presented in two 
separate subsections.  

 
2.1 DATA CLEANING 

The outlier detection and noise elimination is an 
important issue in data analysis. The exclusion of 
outliers improves data quality and therefore 
classification performance. Several researchers have 
proposed various approaches for data cleaning. G.H. 
John [14] proposed a technique that removes a 
misclassified training instance from training data 

and reconstructs the trees, the process is repeated till 
all such instances are removed from training data. 
Misclassified instances are recognized using tree 
classifier as a filter. The resulting classifier enhances 
classification performance accuracy. Broadly and 
Friedl [15] proposed a method for detecting 
mislabeled instances. The method uses a set of 
learning algorithms to construct classifiers that act as 
a filter for the training data. The technique removes 
outliers in regression analysis. Arning et al. [16] 
proposed framework for the problem of outlier 
detection. Similar to human beings, it observes all 
instances for similarity with data sets and it treats 
dissimilar data set as an exception. A dissimilarity 
function is used to find out outliers. 

Raman and Hellerstein [17] proposed an 
interactive framework for data cleaning that 
integrates transformation and discrepancy detection. 
Guyon et al [18] proposed training of convolutional 
neural networks with local connections and shared 
weights. Gamberger and Lavrac [19] proposed 
conditions for Occam’s razor applicability in noise 
elimination. Knorr and Ng [20] proposed unified 
outlier detection system. Subsequently, they 
proposed and analyzed some algorithms for 
detecting distance-based outliers. Tax and Duin [21] 
proposed outlier detection that is based on the 
instability of the output of simple classifiers on new 
objects. Gamberger et al [22] proposed saturation 
filter. It is based on principle that detection and 
removal of noisy instances from training data 
induces less complex and more accurate hypothesis. 
The saturated training data set can be employed for 
induction of stable target theory.  

Schwarm and Wolfman [23] proposed Bayesian 
methods for data cleaning which detects errors and 
corrects them. Ramaswamy et al [24] proposed 
algorithm for distance-based that ranks each point 
based on its distance to its nearest neighbor. Kubika 
and Moore [25] presented system for learning 
explicit noise. The system detects corrupted fields 
and uses non-corrupted fields for consequent 
modeling and analysis. Verbaeten and Assche [26] 
proposed three ensemble based methods for noise 
elimination in classification problems. Loureiro et al 
[27] proposed a method that applies hierarchical 
clustering methods for outlier detection. Xiong et al. 
[28] proposed a hyperclique-based noise removal 
system to provide superior quality association 
patterns. Patil and Bichkar [29] proposed use of 
evolutionary decision tree as classification filter and 
found that, with use of genetic algorithm optimal 
trees can be built.  

 
2.2 DATA SAMPLING 

Sampling is the procedure to obtain a subset of 
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instances that represents the entire data set. It is 
necessary to have sufficient sample size to validate 
statistical analysis. Sampling is done because it is 
impracticable to test every single individual in the 
data set. Moreover it saves time, resources and effort 
while executing the research. The representativeness 
is the most important issue in statistical sampling. 
The sample obtained from the set of data instances 
must be representative of the same. Probability 
sampling and Non-probability sampling are two 
types of sampling. In Probability sampling, all the 
instances in set have equal probability of being 
selected. The approach assures completely 
randomized selection process which is unbiased. The 
hypothesis is accurate when this sampling is used. In 
Non-Probability sampling all the instances in data 
set do not have equal probability of being selected. 
Thus sample does not completely represent the 
target data set. The representativeness can be 
achieved by using simple randomized statistical 
sampling techniques.  

Jenson and Oates [1] experimented with random 
data sampling and proved that as size of the training 
dataset increases size of tree also increases where as 
classification accuracy does not increase 
significantly. 

S. Vucetic and Z. Obradovic [30] proposed an 
effective data reduction method founded on guided 
sampling for determining a minimal size 
representative subset, it was followed by a model-
sensitivity analysis for determining a suitable 
compression level for each attribute. 

A. Lazarevic and Z. Obradovic [31] proposed 
several efficient techniques based on the idea of 
progressive sampling. The sampling process 
combines all the models constructed on previously 
considered data samples. The authors also proposed 
controllable sampling based on the boosting 
algorithm, where the models are combined using a 
weighted voting. Another contribution by authors is 
sampling procedure for spatial data domains, where 
the data instances are selected in accordance with 
the performance of previous models as well as in 
accordance with the spatial correlation of data.  

Patil and Bichkar [32] proposed use of 
evolutionary decision tree along with random 
sampling of data to optimize the decision trees and 
concluded that the proposed method builds trees that 
are accurate and relatively smaller in size.  

 
3. PROPOSED MODEL 

The proposed model is based on combination of 
removal of outliers from data as first stage and 
incremental random sampling of data to evolve 
decision trees as second stage to obtain compact 
representation of large data set. The data set is first 

filtered using classification filter and then sampled 
randomly in different subsets by random sampling, 
initially, sample size is 5% and reaches up to 100% 
of the instances available in clean data set. The size 
of training data set is increased by 5% each time 
using random selection of instances and using this 
data tree are evolved. We have set 5% sample size as 
minimum Threshold size. The tree is first on built 
sample of size 5% of clean data and the 
classification accuracy on clean sampled data is 
compared with accuracy on complete clean data set. 
If classification accuracy on sample data is equal or 
greater than accuracy complete data then, the sample 
size is representative of complete data set, otherwise 
next incremental sample size is 10% of data and so 
on.  

Let TF be a set of all available n training instances 
classification filter is applied and we get clean data 
set TC and unclean data set TE. Let XC is 
classification accuracy on TC. Let a training instance 
be denoted by I and let the sampling size Threshold 
be denoted by α, and α = 5. Random sampling is 
done on TC, let Ti  be subset of instances in TC where 
Ti ∈ TC  and i = 1 to 20, let hypothesis Hi is induced 
on Ti and classification accuracy on this training data 
be Xi.  

∀ Ti on Hi   if Xi ≥ XC ⇒ Ti  is Final training set 
for constructing classifier and is denoted as reduced 
data set TR and accuracy on TR  is denoted by XR.  

The proposed algorithm works as follows. 
 
1. Induce(H, TF).  
2. Classify (H, TF). // Classification Filter 
3.  ∀ I in TF If X(I) = 1 ⇒ I ∈ TC. 
4.  Else del(I).  
5. Sample(TC, Ti ) //Random sampling on TC. 
6. For ( i = 1; i ≤ 20; i = i+1)  
7. Induce(Hi, Ti).  
8. Compare(Xi, XC).  
9. If XC  ≥ Xi ⇒ Ti  is final reduced data set TR.  
10. Induce hypothesis HR on TR with decision 

tree as a final classifier.  
11. Else repeat step 7 to 10 with next 

incremental sample until we get XC  ≥ Xi . 
12. End.  
 
4. METHOD OF EXPERIMENTATION 
Prior to applying the proposed technique on large 

data sets, we found it appropriate to first test it on 
the normal sized benchmark data set from UCI 
repository [33]. Experiments were performed on 24 
benchmark data sets to explore classification 
accuracy of decision tree at reduced training data 
using proposed approach and results are validated 
using standard decision tree algorithm J48, CART 
[34] and GATree[11]. A significant enhancement in 
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classification performance on all data sets is 
observed, in order to make the presentation concise 
we are presenting only few cases with lower, 
moderate and higher classification accuracy on 
sample basis; these results are presented in Table 1, 
2 and 3 respectively. For these data sets value of α = 
25; i.e. initial sample size is 25% as data sets are 
smaller to midsize data sets. Whenever average 
results are presented in result discussion, it means it 
is average of all 24 data sets.  

In test method, the data set is first filtered using 
classification filter. Then clean data is incrementally 
sampled in different subsets and trained using 
decision trees algorithms until we get classification 
accuracies comparable to that obtained on complete 
data set. The same method without filtering data is 
also followed in experimentation to get results with 
unclean data.  

In order to analyse effect of cleaning on data and 
effect of sampling on data we have separate 
subsections followed by analysis on combined effect 
of cleaning and sampling on data by proposed 
method.  

 
4.1 EFFECT OF CLEANING ON DATA 

Data cleaning process improves the quality of 
data. This section presents effect of data cleaning on 
classification performance of the classifier on clean 
data sets. To study the effect, the complete data set 
TF is filtered using classification filter and clean data 
TC is obtained. The classification accuracies on data 

sets TF and TC are obtained using k-fold cross 
validation method and are presented in Table 1; XF is 
classification accuracy on TF. It is observed that for 
J48 classifier, classification accuracies on cleaned 
data sets in Table 1 are around 99% except Monks 
data set. Monks data set is having lower 
classification accuracy on complete data set TF 
amongst all, it is 70.16% and classification accuracy 
on cleaned data is 90.16% which is a significant 
enhancement in classification performance on 
cleaning data. Similar results are observed on CART 
classifier. In case of GATree classifier, exceptional 
case is data set Mfeat-Factor, it has lower 
classification accuracy on complete data set which is 
38.80% and is significantly enhanced to 80.67% 
with 41.87% enhancement in accuracy. The 
enhancement in accuracy ∆X is the absolute 
difference in accuracy between the tree build from 
the cleaned data set and the tree build from complete 
data training data which is unclean data. The average 
results for enhancement in accuracy (average ∆X) 
due to data cleaning for all 24 data sets are 8.87%, 
8.43%, and 25.49% for J48, CART and GATree 
respectively. The previous results available so far by 
G. H. John [12] indicate enhancement in accuracy 
on J48 by 2% to 4% in average whereas here we 
have enhancement of around 8% in accuracy. Thus, 
with data cleaning with proposed we get enhanced 
classification performance, the reason is removal of 
anomalies in data.  

 

Table 1. Effect of cleaning on data 

Sr. 
No. Data Set J48 CART GATree 

XF XC ∆X XF XC ∆X XF XC ∆X 
1 Australian 90.72 100.00 9.28 91.01 100.00 8.99 87.971 100.00 12.02 
2 Breast –w 94.85 98.21 3.36 96.42 98.51 2.09 94.10 99.40 5.30 
3 German 79.80 99.72 19.92 85.50 99.44 13.94 70.20 99.58 29.38 
4 kr-vs-kp 99.41 100.00 0.59 99.62 100.00 0.38 91.05 98.55 7.50 
5 Mfeat-Factor 93.50 99.73 6.23 93.25 98.66 5.41 38.80 80.67 41.87 
6 Monks 70.16 90.16 20.00 64.52 93.44 28.92 70.00 90.00 20.00 

 
4.2 EFFECT OF SAMPLING ON DATA 

As it is impracticable to test every single 
individual instance in the data set, tests are 
conducted on samples of data. In this section we 
present analysis effect of sampling on data, and 
hence data cleaning process is not exercised here. 
The results are presented in Table 2. The complete 
data set TF is sampled. Initial sample size is 25% of 
data, train decision tree on it, if classification 
accuracy on this classifier is equal or more than 
classification accuracy on complete dataset; the 
sample size is final sample size TRU. Otherwise 
increment sample size by 5% and repeat the process. 
The data is incrementally sampled in different 

subsets and trained using decision trees algorithms 
successively until we get classification accuracies 
comparable to that obtained on complete data set. 
The sample size is abbreviated as SS and 
classification accuracy on reduced unclean data set 
TRU is abbreviated as XRU in Table 2. Here the 
enhancement in accuracy ∆X is the absolute 
difference in accuracy between the tree build from 
the reduced unclean data set and the tree build from 
complete data training data which is unclean data. 

The average classification accuracies on all 24 
complete datasets TF are 90.02%, 89.31% and 
72.25% as compared to accuracy of 90.32%, 90.05% 
and 74.75% on sampled data set TRU for J48, CART 
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and GATree classifiers respectively. Thus, with data 
sampling, we get comparable accuracies on reduced 
data set.  

The average percentage sample sizes for all 24 
data set are 72.70%, 74.17% and 33.33% on 
complete data sets for J48, CART and GATree 
classifiers respectively. The sample size on J48 and 
CART are similar in average, whereas it is 
significantly smaller for GATree. Although average 
sample size is between 72% to 74% for J48 and 
CART, sampling was not so successful on some 
unclean data sets. The exceptional cases are, Monks 
data set on J48 classifier, German and Mfeat-Factor 

data sets on CART. These data sets could get 
required comparable accuracy with 100% data 
samples on unclean data set. The anomalies present 
in the data set are the most probable reason for it.  

The sample size required for GATree is smaller 
because, GAtree incorporates genetic algorithm for 
global search in the problem space with 
classification performance in terms of accuracy as 
fitness function without being biased towards a local 
optimum and the sample size required is optimised. 
Thus we get reduced data set with comparable 
classification performance. 

Table 2. Effect of sampling on data 

Sr. 
No. Data Set J48 CART GATree 

XF XRU ∆X SS XF XRU ∆X SS XF XRU ∆X SS 
1 Australian 90.72 90.72 0.00 85 91.01 91.52 0.51 65 87.97 87.50 -0.47 35 
2 Breast –w 94.85 95.22 0.37 45 96.42 97.42 1.00 50 94.10 97.65 3.55 25 
3 German 79.80 80.15 0.35 65 85.50 85.50 0.00 100 70.20 74.40 4.20 25 
4 kr-vs-kp 99.41 99.30 -0.11 40 99.62 99.43 -0.19 55 91.05 91.07 0.02 25 
5 Mfeat-Fact. 93.50 93.00 -0.50 75 93.25 93.25 0.00 100 38.80 41.00 2.20 25 
6 Monks 70.16 70.16 0.00 100 64.52 67.50 2.98 65 70.00 70.00 0.00 90 

 
4.3 EFFECT OF CLEANING AND 
SAMPLING ON DATA 

In the experimentation with the proposed 
approach, the data is first filtered and then sampled 
incrementally and trained using decision trees 
algorithms until we get classification accuracies 
comparable to that obtained on clean data set TC. 
The comparison of accuracies on complete data set 
TF with cleaned and reduced data set TRC is 
presented here in Table 3. The enhancement in 
accuracy ∆X is the absolute difference in accuracy 
between the tree build from the reduced clean data 
set and the tree build from complete data training 
data which is unclean data.  

The accuracies on clean and reduced data set TRC 
are around 99% for all data set in Table 3 for J48 
and CART. Exceptional case is Monks data set, 
where we could get around 93% accuracy with 
enhancement in accuracy of around 23% and 28% 
for J48 and CART respectively. Monks data set has 
lower accuracy on TF hence, there is scope for 
enhancement. The data set kr-vs-kp is having around 
99% accuracy on TF and hence there is very less 
scope for enhancement in classification performance 
on the classifiers J48 and CART.  

Similarly in case of GATree accuracies on 
reduced data sets are 99% on all data sets in table 
with exceptional case Mfeat-Factor data, where the 
minimum accuracy is 38.80% which is enhanced to 

83.78%.  
The average enhancement in accuracy for all 24 

data set is 9.28%, 8.84%, and 22.07% for J48, 
CART and GATree; we get significant enhancement 
in accuracy with proposed approach. 

In analysis of sample data size or reduced data set 
size, we found that data size in terms of number of 
training instances gets reduced and required sample 
size varies from 25% to 45% for J48, CART and 
GATree. Exceptional case is Breast-w on J48 with 
70% sample size. 

The average percentage sample data set size for 
all 24 clean data sets TRC are 38.13%, 39.38% and 
30.42% as compared to 72.70%, 74.17% and 
33.33% for for unclean data set TF on J48, CART 
and GATree respectively. We could observe very 
less deviation in sample size for GATree classifier 
from TF  to TRC, the reason is already mentioned in 
above section. 

The numbers of training instances required are 
less for clean data set as compared to unclean data 
set. As anomalies are removed the numbers of 
instances required for induction are also less. Thus 
with proposed approach we get reduced training data 
set for induction and upon induction enhanced 
classification performance is available.  
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Table 3. Effect of cleaning and sampling on data 

Sr. 
No. Data Set J48 CART GATree 

XF XRC ∆X SS XF XRC ∆X SS XF XRC ∆X SS 
1 Australian 90.72 100.00 9.28 25 91.01 100.00 8.99 25 87.97 100.00 12.03 25 
2 Breast –w 94.85 99.15 4.3 70 96.42 98.01 1.59 45 94.10 100.00 5.9 30 
3 German 79.80 100.00 20.2 25 85.50 100.00 14.5 25 70.20 99.64 29.44 40 
4 kr-vs-kp 99.41 100.00 0.59 35 99.62 100.00 0.38 40 91.05 98.67 7.62 25 
5 Mfeat-Fact 93.50 99.66 6.16 40 93.25 98.93 5.68 25 38.80 83.78 44.98 25 
6 Monks 70.16 93.33 23.17 25 64.52 93.33 28.81 50 70.00 100.00 30 25 

 
5. EXPERIMENTS WITH LARGE DATA 

SET 
The validation of proposed method on big data 

was done with test on two big benchmark data sets 
namely, Census-income (KDD) and KDDCup99 
data set with data set size of 299,000 and 494,020 
instances of data respectively. The classifiers used 
are J48, CART and GATree. The method of 
experimentation on big data has exception that the 
data sampling threshold is 5% instead of 25%. The 
threshold value for minimum sampling size is 5% 
for big data sets because the adequate data samples 
are available for training even at lower sampling 
percentage with big data set.  

 
5.1. ANALYSIS ON ACCURACY OF THE 
TREE AND SIZE OF TRAINING DATA 

Table 4 presents a comparison of percentage 
sample size, accuracies on clean and unclean data 

sets with and without sampling. It also presents the 
enhancement in accuracy ∆X. Here ∆X is the 
absolute difference in accuracy between the tree 
build from the cleaned data set and the tree build 
from complete data training data which is unclean 
data. The classification accuracies obtained on clean 
data TC are higher, and are around 99% on clean data 
set, similar results are obtained clean sampled data 
TRC and thus, classification performance of the 
proposed method in terms of accuracy is enhanced.  

It its observed that the average percentage sample 
size is lower on clean data set as compared to 
unclean data. Due to filtering of data, outlier data is 
removed from data set and as anomalies in data are 
removed and the data set size required to build the 
model is also reduced. In case of unclean data the 
average sample set size around 24% where as for 
clean data set it around 13%. Thus, significant 
reduction in data set size is achieved using proposed 
technique.  

Table 4. Comparison on percentage sample size and enhancement in accuracy 

Data Set Classifier SS XF XRU XC XRC ∆X Unclean Clean 
 

Census- 
income 

J48 30 10 95.39 95.26 100.00 99.99 4.51 
CART 30 10 95.50 95.24 100.00 99.99 4.49 

GATree 25 15 93.70 94.23 99.99 99.99 6.29 

KDDCup99 
J48 25 10 99.96 99.91 99.99 99.98 0.02 

CART 25 10 99.95 99.90 99.99 99.99 0.04 
GATree 10 25 88.56 93.67 98.06 98.30 9.74 

Average 24.17 13.33 95.51 96.37 99.67 99.71 4.18 
 
Table 5 provides comparison of number of 

instances in TF and reduced data set TRU, after 
cleaning of number of instances in TC, and reduced 
data set TRC.  

In this table NF indicates number of training 
instances in TF, similarly NC, NRU and NRC for TC, 
TRU and TRC. The Table shows percentage reduction 
in required training set size ∆N with proposed 
method. It is the difference in number of training 
instances in unclean complete data set and cleaned, 
reduced data set. Where  

 

( )*100 /F RC FN N N N∆ = −   (1) 

As anomalies are removed the required sample 
size is also reduced for clean data and the reduction 
is around 90%. This is the most significant 
achievement with proposed method because the size 
of data set is reduced considerably along with 
enhanced classification performance; the reduced 
data set help to deal with the memory and processor 
limitations. Thus reduction in training set size 
achieved is significant. 

 



Dipak V. Patil, Rajankumar S. Bichkar / Computing, 2012, Vol. 11, Issue 3, 215-223 
 

 221

Table 5. Comparison data reductions and speed up in case unclean and clean large data sets. 

Data Set Classifier 
Unclean Data Clean Data 

∆ t ∆ N 
NF  t(TF) NRU  t(TRU)  NC  t(TC) NRC  t(TRC) 

Census 
 

J48 299K 137.84 89.7K 17.78 224.1K 19.88 22.4K 2.98 97.84 92.51 
CART 299K 8521.48 89.7K 1440.48 224.1K 1470.23 22.4K 79.24 99.07 92.51 

GATree 299K 1593.00 74.7K 352.00 224.1K 252.00 33.6K 32.00 97.99 88.76 
KDDCup J48 494K 305.70 123.5K 30.67 280.0K 48.17 28.0K 2.20 99.28 94.33 

CART 494K 1791.00 123.5K 242.22 280.0K 368.2 28.0K 23.84 98.67 94.33 
GATree 494K 2523.00 49.4K 550.00 280.0K 492.00 70.0K 60.00 97.62 85.83 

 
5.2. ANALYSIS ON TIME REQUIRED TO 
BUILD THE MODEL 

In this experimentation with large data sets one 
more parameter «time required to build the model» 
is added for analysis as it is significant in case of 
large data sets. In this analysis t(TF) indicate time 
required to build model on TF, similarly t(TC), t(TRU) 
and t(TRC) indicate time required to build model on 
TC, TRU and TRC.  

The speedup or percentage reduction in average 
time required to build the model ∆t with proposed 
method is the difference between average time 
required to build the model with all available data 
instances TF and average time required to build the 
model on cleaned and reduced data set TRC. The 
percentage of reduction in time required to build the 
model is given by  

 
( ( ( ))*100 / () )F RC Ft t t t t t T∆ = −    (2) 

 
The results are presented in Table 5. Due to 

filtering of data, as anomalies in data are removed, 
time complexity of tree pruning process O(n(logn)2) 
is reduced and thus decision tree learning process is 
accelerated. Here it is observed that the time 
required to build the model on clean data set is 
significantly lower than the time required building 
model on unclean data of same size. When we 
combine data cleaning and data sampling, time 
complexity of tree induction process O(m n log n) is 
also reduced due to reduction in n, significant 
reduction in time to build the model is observed for 
reduced clean data set TRC as compared to complete 
data set TF and there is around 98% reduction in time 
required to build the model for all cases in Table 5. 
Thus significant speedup is achieved with the 
proposed method. 

 
6. CONCLUSION 

The proposed approach is a combination of 
removal of noise from training data and incremental 
random sampling. The aim is to evolve decision 
trees in order to obtain compact representation of 

large data sets. The removal of outlier data improves 
the quality of training data. The results with this 
combined approach indicate significant 
improvements in classification performance along 
with data reduction. 

The possible reduction in sample size depends on 
nature of data set and it cannot be fixed, but with 
significant improvement in data quality, significant 
reduction in required sample size with reference to 
complete data set is observed. The problems like 
memory and processor overloading can be handled 
due to reduced data set.  

Since, noise is removed from training data, the 
time required to build the model is also reduced. 
Overfitting occurs due to noise in data. For n 
training instances with m attributes computational 
cost of building tree is O(m n log n), as n is reduced 
due to sampling and filtering the corresponding cost 
is reduced. Similarly the cost of decision tree 
pruning process is O(n(logn)2). Due to data cleaning 
operation overfitting can be reduced and the time 
complexity of pruning process is reduced 
significantly. It is verified that the time required to 
build model on clean data is very low as compared 
to time required to build the model on unclean data 
of same size. The proposed approach improves data 
quality and reduces data set size while maintaining 
the classification performance and by virtue of 
improved data quality and reduced data size the 
proposed method gives excellent speedup. In 
conclusion with proposed method the size of data set 
is reduced, classification accuracy is improved, 
speedup is acquired and the problem of limitations 
of memory and processor can also be solved. 
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