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Abstract: An increasing number of distributed sensor networks are being deployed in a wide spectrum of scenarios for 
both military and civilian applications. The design of such systems requires the integration of many methods for solving 
various problems ranging from sensor deployment, through data communication, information fusion to environmental 
inference and hypothesis testing. This paper is focused on the network aspects in support of data communication 
services. We present some recent developments in networking techniques for multiple sensor systems in three topics: 
efficient mobile agent routing in mobile agent-based distributed sensor networks, bandwidth aggregation using multiple 
paths in wide-area wireline networks, and connectivity enhancement using node movements in small-area wireless 
mobile ad-hoc networks. 
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1. INTRODUCTION 
Sensor networks have become an important 

research area and attracted a great deal of attention 
during the past decade. The increasing popularity of 
sensor networks is not only driven by their practical 
applications in a broad variety of fields, but the 
many conceptual and methodological challenges 
they have posed. 

A distributed sensor network (DSN) is composed 
of intelligent sensors that are geographically 
dispersed in the region of interest and interconnected 
via a communication network. The (acoustic, 
seismic, and infrared) data collected by leaf sensor 
nodes are transmitted over the network and 
integrated at the processing element to derive 
appropriate inferences about the environment for 
different purposes, such as target tracking, location, 
and surveillance. Since a DSN is typically deployed 
for remote operations in unstructured areas and the 
measurements are usually collected in a harsh, 
unreliable, and even adversarial environment, it is 
critical to provide extended networking capability to 
guarantee the performance of the entire system. This 
paper addresses three specific topics related to the 
networking aspect of distributed sensor networks. 

Instead of sending all sensor data to the 
processing element, which performs a one-time data 
fusion as in a conventional server/client system, the 
mobile agent-based distributed sensor network 

(MADSN) proposed in [1] enables the computation 
to be spread out onto the participating leaf nodes 
with the intention of decreasing the consumption 
of scarce network resources (mostly the 
bandwidth) and the risk of being spied with hostile 
intent. In such a network scheme, a mobile agent 
carrying the executable instructions of data 
integration is dispatched from the processing 
element and selectively visits the leaf sensors 
along a certain path to fuse the data incrementally 
on a sequential basis. 

The path quality of a mobile agent has a 
significant impact on the overall performance of 
MADSN implementation because the 
communication cost and the detection accuracy 
depend on the order and the number of nodes to be 
visited. We formulate the mobile agent routing 
problem with certain constraints and construct an 
appropriate objective function that reflects the 
routing requirements. The NP-completeness of this 
problem, whose detailed proof can be found in [2], 
rules out any polynomial solutions. We propose an 
approximate solution based on a two-level genetic 
algorithm (GA) and compare the simulation results 
with those computed by two other heuristics, 
namely Local Closest First (LCF) and Global 
Closest First (GCF). 

The underlying networks supporting DSNs 
range from wide-area wireline networks, for 
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example, deployed on a set of radar sites located 
across the country that track aircrafts, to small-area 
wireless networks, for example, deployed on a small 
robot team that measures radiation levels in an 
unstructured urban area suspected of nuclear or 
chemical contamination [3]. The current deployment 
of DSNs of various interconnection patterns utilizes 
the present Internet technologies mostly due to their 
wide availability. Consequently, the resultant 
networks often do not meet the DSN requirements 
since the Internet technologies are based on best 
effort services with very limited control at the 
network core [4]. 

For data transmission in DSNs built over wireline 
wide-area networks, the routing is solely determined 
by the intermediate routers and therefore the end 
nodes cannot reroute packets to avoid the congested 
network segments or accumulate bandwidths via 
multiple paths. To achieve better network 
performances, we propose a framework of network 
daemon, which performs bandwidth measurement, 
multiple quickest paths computing, and data routing. 

The wireless connection is usually the only 
feasible way of communication among moving 
computing devices, sensors or robots, especially 
when the environment is harsh. Depending upon the 
implementation environments and application 
purposes, the wireless DSNs can operate under 
either access point or ad hoc modes. Access point 
mode, which is typically used in some structured 
areas with certain networking infrastructures, covers 
all node movements so that the node connections 
through access points essentially form a 
conventional Local Area Network (LAN) [5]. 
However, an ad hoc wireless network does not 
provide any specially designed routing hardware and 
software, and its link connectivity through wireless 
radio is highly dynamic and unpredictable due to the 
unstructured nature of the terrain and the distant 

movements of network nodes. The communication 
among moving nodes via conventional 
Transmission Control Protocol (TCP) byte-streams 
may experience difficulties that are not involved in 
wired networks because TCP needs the support of 
underlying routers and requires a direct or indirect 
connection between the source and destination 
nodes exist during the entire period of 
transmission. To meet these challenges, we design 
a novel transmission control and routing 
mechanism based on Connectivity-Through-Time 
(CTT) algorithm. 

The rest of the paper is organized as follows. In 
Section 2, we describe the mobile agent routing 
problem and present a solution based a two-level 
genetic algorithm. In Section 3, we discuss the 
design of network daemon for DSNs built on 
wireline wide-area networks to achieve aggregate 
bandwidth via multiple paths. In Section 4, we 
present the CTT algorithm for DSNs built on 
mobile wireless small-area networks to enhance 
data transmission by exploring the node 
movements. A summary of our work is given in 
Section 5. 
 
2. MOBILE AGENT ROUTING IN MADSN  

A DSN typically consists of three basic 
components: processing elements, sensor nodes, 
and communication links. A group of neighboring 
sensor nodes that are commanded by the same 
processing element forms a cluster, which 
exchanges information with other clusters in the 
DSN to achieve higher-level data integration. 

A MADSN with a simple network 
configuration is shown in Fig. 1 just for illustrative 
purpose. 
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Fig.1 - An illustration of MADSN with simple configuration. 

 
This sensor network contains one processing 

element, labeled as 0S , and N=10 leaf sensor nodes, 
labeled as NiSi ,...,2,1, = , one of which is down or in 
sleep state. The physical distances of wireless links 
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are represented by NjNijid ji ,..,1,0,,...,1,0,,, ==≠ . 
The processing element dispatches a mobile 

agent that visits a subset of sensors within the cluster 
to fuse data collected in the coverage area. Generally 
speaking, the more sensors are visited, the higher 
detection accuracy will be achieved using any 
reasonable data fusion algorithm [6]. However, 
visiting more sensors often incurs more 
communication and computing cost in terms of 
energy consumption and path loss. The routing 
objective is to find a path for a mobile agent that 
satisfies the desired detection accuracy while 
minimizing the energy consumption and path loss.  

We define an objective function of path P that 
considers the tradeoff between energy consumption 
EC(P), path loss PL(P), and detected signal energy 
SE(P) 
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The detailed formulas for calculating the above 

quantities are derived in [2]. We further construct a 
fitness function based on O(P) to facilitate the 
solution using genetic algorithm  

 
gPOPf += )()(    (2) 

 
where g denotes the punishment applied for 
dissatisfying the detection accuracy constraint and is 
define by 
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where E is the desired detection accuracy or signal 
energy level and δ  is a properly selected penalty 
coefficient. 

By designing a two-level encoding scheme, we 
are able to adapt the generic string-based genetic 
algorithm to the mobile agent routing problem in 
MADSN. The first level is a numerical encoding of 
the sensor label ID sequence L in the order of sensor 
nodes being visited by a mobile agent, and the 
second level is a binary encoding of the visit status 
sequence V in the same visiting order. Therefore, 
masking the first level of numerical string L with the 
second level of binary string V yields a candidate 
path P for a mobile agent. 

This two-level genetic algorithm applies some 
common genetic operators such as crossover, 
mutation, inversion, translocation as well as a 
proportional selection procedure. These operators 
are modified from those used in the conventional 
GA solution to Traveling Salesman Problem in order 
to suit the current context of two-level string 

encoding. 
We compare the search results computed by GA, 

LCF and GCF to demonstrate the effectiveness of 
our algorithm. A series of sensor networks with 
random distribution patterns and node sizes ranging 
from 200 to 1600 are created for test. We manually 
choose an appropriate desired level of the detected 
signal energy for each network as well as the 
number of potential targets, which are randomly 
placed in the region. The performance comparisons 
of GA, LCF and GCF are illustrated in Fig. 2, Fig. 3, 
Fig. 4, and Fig. 5. Note that the quantities of path 
losses and energy consumptions are “normalized” to 
reasonable ranges before we plot them in the figures. 
Note that the objective value only serves as an 
indicator of the path quality according to our 
objective function, which does not bear a regular 
unit. 
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Fig.2 - Performance comparison: Node sizes vs. hop 
numbers. 
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Fig.3 - Performance comparison: Node sizes vs. path 
losses. 

From Fig. 2, Fig. 3, Fig. 4, and Fig. 5, we have 
observed that in most cases we studied, GA is able 
to find a satisfying path with smaller number of 
hops, lower energy consumptions, and less path 
losses than LCF and GCF algorithms. Fig. 5 clearly 
shows that the GA we implemented has a superior 
overall performance over two other heuristics in 
terms of the objective function we defined in 
Equation (1). 
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Fig.4 - Performance comparison: Node sizes vs. energy 
consumptions. 
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Fig.5 - Performance comparison: Node sizes vs. 
objective values. 

More discussions on the algorithm comparisons 
such as computing complexity, real-time constraint, 
and selection of starting point can be found in [2]. 
 

3. NETWORK DAEMONS FOR 
BANDWIDTH AGGREGATION 

The reliance on Internet technologies by DSNs 
often results in undesirable network performance 
due to the inherent limitations of the current Internet. 
We propose a framework of network daemons, 
which can be deployed at DSN nodes in wide-area 
networks, to enhance the functionality of DSNs. As 
shown in Fig. 6, a network daemon consists of four 
main components: link delay measurement, 
statistical regression estimate, multiple path 
computation, and data routing. 

The end-to-end message transmission delay is 
collected using active measurement method. The 
source daemon creates a set of messages of various 
sizes and sends them to the destination daemon, 
which calculates the delay upon the completion of 
transmission. Such delay measurements between 
Oak Ridge National Laboratory (ORNL) and a 
number of other universities such as Louisiana State 
University (LSU), University of Oklahoma (OU), 
Old Dominion University (ODU), are plotted in Fig. 
7. Each cluster represents the measured delays for 
transmitting messages with widely ranging sizes 
from ORNL to a single destination. As portrayed by 

these measurements, the “slope” corresponds to the 
available bandwidth at the time of experiment and 
the minimum delay can be estimated by the 
“intercept” (where the message size is approaching 
zero). The “noise” components in delay 
measurements are mostly caused by the random 
queuing delays incurred in the intermediate routers 
or end hosts. The distributions of these random 
components are very complicated due to the 
dynamically changing network status. 

 
Fig.6 - Framework of network daemon. 

Linear regression is performed on these delay 
measurements to estimate the available bandwidth 
and minimum delay between two daemon nodes. 
The link information is then broadcast to the other 
daemons in the rest of the network so that a 
complete topology of the overlay network of 
daemon nodes can be established. The path 
computation module computes multiple quickest 
paths for a given user data size based on the network 
topology and updates the routing table when either 
the network topology or the link characteristics 
change. The detailed description of the algorithm 
used for computing multiple quickest paths can be 
found in [7]. The data routing module conducts 
similar activities to the Internet routers such as 
sending/forwarding/receiving data packets except 
that it is implemented at the user level. Actually, the 
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whole daemon framework resides at the application 
layer so that they can be installed on most Internet 
nodes without the need to modify the system kernel 
or network infrastructures. 
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selected node links
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Fig.7 - Transmission delays (seconds) vs. message sizes 

(bytes) from ORNL to LSU, OU, and ODU. 

We run network daemons at the above four sites. 
The overlay network topology is illustrated in Fig. 8. 
A set of messages with various sizes are sent from 
ORNL to OU using two different sending methods. 

 

ORNL OU

ODU

LSU

 

Fig.8 - Overlay network topology of 4 daemon nodes. 

Typical experimental results are plotted in Fig. 9, 
where the upper curve corresponds to the message 

transmission using a single default TCP stream, 
while the lower curve corresponds to the message 
transmission using multiple paths computed by the 
daemon. As shown in Fig. 8, the multiple paths 
consist of two direct TCP streams and two indirect 
TCP streams via intermediate daemons. The 
application of multiple paths provides an aggregate 
bandwidth that reduces the end-to-end delay by 
about 35% in all the cases we studied. 

 
Fig.9 - Experimental results of data transmission using 

a default TCP stream and multiple paths. 

 
4. CONNECTIVITY-THROUGH-TIME IN 

MOBILE WIRELESS NETWORKS  
Wireless networks have found many successful 

applications ranging from campus access to sensor 
networks [8]. In some scenarios like the robot team 
exploring a potentially radioactive area, the moving 
nodes need to effectively communicate with other 
nodes in the network to coordinate their activities as 
well as to combine the gathered information. 
However, the networking needs for this class of 
applications are quite specific and are not adequately 
addressed by the existing wireless ad hoc 
networking technologies. 

Wireless networks have very different 
operational characteristics from wired networks. 
Firstly, the packet losses in wireless networks are 
mostly due to physical link failures instead of 
network congestion. Secondly, the signal attenuation 
often causes the link to break down when 
environmental interferences increase or the node 
moves out of the maximum radio distance. 
Therefore, the network connectivity through 
wireless radio in ad hoc mobile networks can be 
highly dynamic, intermittent, and unpredictable. 
These wireless operational characteristics have 
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posed significant challenges for data transmission 
based on conventional TCP flows because TCP is an 
end-to-end transport protocol that does not provide 
capabilities specifically accounting for connectivity 
constraints in wireless environments. In general, 
TCP needs routing support from the underlying 
routers and requires a continuous byte-stream 
connection between source and destination during 
the entire period of transmission. 

We present a Connectivity-Through-Time (CTT) 
concept and design a CTT protocol that utilizes node 
movements to enhance data transmission in ad hoc 
mobile networks. A typical CTT example is 
illustrated in Fig. 10, where data is successfully 
delivered from a source node 1v  to a destination 
node 3v  even though they never “see” each other. 
The two-direction arrow represents a direct wireless 
link between two nodes located within the maximum 
wireless radio range. 

v2

v1

v3

t1

v2

v1

v3

t2

v2

v1

v3

t3  
Fig.10 - A CTT example: transmission through 

intermediate node movements. 

At time 1t , the source node 1v  knows from its 
neighbor list that the destination node 3v  is 
unreachable at the moment. There are two options 
for node 1v : it can either wait until node 3v  come 
into its radio coverage area or broadcast the data to 
whoever are reachable, i.e. node 2v  in this case. 
Suppose node 1v  broadcasts the data as well as its 
destination information, and node 2v  receives and 
buffers the data because it is only destined to node 

3v . Afterwards, node 2v  carries the data and moves 
towards node 3v . At time 2t , node 2v  goes out of the 
radio ranges of both node 1v  and node 3v . 
Eventually, node 2v  enters the radio area covered by 
node 3v  at time 3t . Once this new link is detected, 
node 2v  checks for the destination availability for all 
temporary data in its buffer. In this case it happens 
that node 3v  is the destination of the buffered data, 
and hence node 2v  retrieves the data from its data 
repository and transmits it to the destination node 

3v . 
The CTT protocol is implemented based on User 

Datagram Protocol (UDP). The framework of CTT 
function modules is given in Fig. 11. 
The connectivity computation module is a relatively 

independent unit, which exchanges the neighbor 
information and builds a routing table. A special 
datagram named I-am-here with the neighbor list is 
broadcast to all neighbor nodes, and the receipt of an 
I-am-here datagram indicates that there exists a 
wireless connection between the sender and receiver. 
The up-to-date path information is obtained from the 
routing table and provided to the transport control 
module. 

There are two main components in the transport 
control module: datagram receiving and sending 
units. The datagram receiving unit accepts UDP 
datagrams either from adjacent nodes or local host. 
If the arrived message is interpreted as a “send” 
command issued by the local host, the designated 
data source will be read directly from local storage 
devices and packed in fixed-size chunks, each of 
which has a user-defined header (destination 
information) attached. Otherwise, if the received 
datagrams are neither originated from nor destined 
to the local host, they will be simply placed in the 
datagram table of a corresponding file buffer. 
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Datagram
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File table plot
thread

File table
(Input &
output
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Compute
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Connectivity Computation Module Transport Control Module

Build
neighbor list

 
Fig.11 - Framework of CTT function modules. 

The datagram sending unit repeatedly scans the 
whole file list on a sequential basis and assigns a 
sending priority level for each datagram. If 
datagrams destined to the local host are received in 
order, they are delivered to host applications 
immediately; otherwise they are held until the holes 
are filled. Any passing-by datagrams are loaded into 
the outgoing queue for forwarding or broadcasting. 

The implementation details including control 
flow and data structures of CTT protocol can be 
found in [9]. Here we only show the experimental 
result in Fig. 12 and Fig. 13 for the scenario 
illustrated in Fig. 10. 
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Fig.12 - CTT: datagram number vs. sending/receiving 

time. 

As portrayed in Fig. 10, this scenario has three 
stages. In the first stage, the source node is only able 
to communicate with the intermediate node so that 
the datagrams are broadcast after a certain time-out 
expires. This connection breaks in the second stage 
where the intermediate node is the only active node 
performing broadcast. In the third stage, the link 
between the intermediate node and the destination 
node comes up and the datagrams are delivered right 
after the new path is computed. 

 
Fig.13 - CTT: time vs. average sending/receiving rate. 

Simulation results in more various scenarios can 
be found in [9]. 
 

5. CONCLUSION 
In this paper, we presented some recent 

developments of networking techniques in 
distributed sensor networks. Firstly, we formulated a 
route computation problem for the mobile agent in 
MADSN in terms of maximizing the received signal 
strength while keeping path loss and energy 
consumption low, and proposed a genetic algorithm 
to solve this problem by employing a two-level 
genetic encoding and suitable genetic operators. 
Secondly, we designed a framework of network 
daemons to perform bandwidth measurement and 
achieve bandwidth aggregation via multiple quickest 
paths in DSNs deployed over wireline wide-area 
networks. Finally, we described a CTT concept and 
designed a CTT protocol specifically accounting for 
connectivity changes due to node movements to 
enhance the networking capability in ad hoc mobile 
wireless networks. 
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