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Abstract: Image classification is one of the major aspects in digital image analysis of remotely sensed data. In this 
paper, we present the effects on classification accuracy if improved thermal data are used instead of raw thermal data. 
We use two methods, Artificial Neural Networks (ANN) and Maximum Likelihood Approach (MLH) to demonstrate our 
purpose. Using each method different combinations of raw and improved data are tested to classify in order to compare 
the accuracies. As a final note, the findings are discussed. 
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1. REVIEW 
The interpretation of the Thermal Infra Red (TIR) 

imageries has been effectively used in geological 
mapping. Stephen and Venugopal [1] conducted a 
study on the utility of Landsat TM band 6 thermal 
infrared data (10.4 to 12.5 mm) for urban feature 
analysis. They used several combinations of Landsat 
TM, 7 bands data to determine the relative 
importance of the thermal band as a component of 
an urban land use classification. To calculate the 
inter-class separability for parametric classification 
they used the descriptive statistics like spectral 
response means, standard deviation and correlation 
etc. Comparisons were made on the classified 
images, which resulted from the supervised layered 
classification when the thermal data are used and not 
used in the analysis. The results demonstrated that 
the information content of thermal data were 
valuable for urban area analysis. Topographic effects 
dominate daytime images whereas on nighttime 
images topographic features are eliminated and 
geologic features are emphasized [2]. TIR data 
contain additional valuable information of emittance 
of materials and are very much useful in land surface 
classification. 

Price [3] and Ormsbay [4] found classification 
results are quite acceptable when TIR data are used 
along with visible and near infrared data. TIR data 
can also be used to improve the accuracy of 
classification when used along with other high-
resolution data. They conducted an investigation on 

the contribution of thermal data of Landsat-3 Multi 
Spectral Scanner (MSS) in conjunction with visible 
and near infrared data. They noticed that 
classification using Landsat 1 and 2 images some 
times might not be unique. Since thermal-IR channel 
is relatively un-correlated with the others, one may 
anticipate some impact on the classification 
procedure. However, the numerous physical 
processes governing thermal radiation lead to a 
dependence on surface slope, altitude, and surface 
energy-balance effects such as ground heat flux, 
atmospheric heating, and surface evaporation. 
Because of the differing physical properties of the 
thermal data, their use in classification is subject to 
ambiguities and dependencies on other factors that 
make analysis prone to error.  

Chavez et al. [11] carried out a comparative study 
on three different methods to merge multiresolution 
and multispectral data (Landsat TM with SPOT 
PAN). Landsat TM data are digitally enlarged by a 
factor of three in both directions to generate a pixel 
size similar to PAN data in order to register both the 
images geometrically. The enlarged TM data are 
smoothed by 3X3 low pass filter to eliminate the 
blockiness introduced by the 3X digital enlargement 
of Image. The three methods, they used for merging 
data are i) Hue Intensity Transformation (HIS), ii) 
Principle Component Transformation (PCT), and iii) 
High Pass Filter (HPF). From the comparison of 
results, they concluded that the results generated by 
HPF method are less distorted than the results 
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generated by either HIS or PCT. The PCT method 
distorted the spectral characteristics of the data less 
than the HIS method. One more advantage of using 
HPF method is that the same PAN spatial filter 
output can be applied to all the bands, or any subset 
of the bands, and any low frequency noise problems 
existing in the higher spatial resolution image will 
be automatically removed. They also suggested the 
best kernel size was approximately twice the size of 
the ratio of the different spatial resolution. 

Artificial Neural networks were proved to be the 
better over the existing probabilistic methods for 
classification of remotely sensed data. Hence, ANNs 
were used for accurate land use/land cover 
classification. In classification by neural network 
approach three types of layers were used by Foody 
and Arora [8]. Heermann and Khazenie varied the 
number of hidden nodes in the neural network to 
result in more rapid learning. Back propagation 
networks were slow to train, but were fast in the 
classification stage. The network was also compact, 
which would allow classification information to be 
distributed as network rather than another image 
channel [5]. Bischof et al integrated textural 
information and used them with neural networks 
classifiers to increase the accuracy of classification 
[6].  

Factors affecting the classification accuracy of 
neural network method were investigated by Foody 
and Arora [8]. They are network architecture, 
training set size, discriminating variables and testing 
data characteristics. It was concluded that in general, 
larger, more complex, neural networks would be 
able to correctly characterize a training set at the 
behest of adequate generalization. Size of training 
set for each class must be at least 10-30 times the 
number of discriminating wavebands. Increase in the 
training set size results in small increase in 
classification accuracy, but at the expense of marked 
increase in processing time. Classification accuracy 
rises initially with an increase in number of bands 
used to a point beyond which the addition of data 
acquired in other spectral bands has no significant 
effect, or results in reduction in accuracy. Nature of 
testing set can have significant effect on accuracy; 
hence the testing set must be representative of the 
classes. Therefore, test samples should be drawn 
from across the test site and the sample should be 
large enough. 

 
2. INTRODUCTION 

TIR data can also be used to improve the 
accuracy of classification when used along with 
other high-resolution data. In the present study, 
ANN and MLH approaches are used for 
classification. Classification is carried out using raw 

and improved thermal data and the results are 
compared. The spatial resolution of remotely sensed 
data in the TIR range is very coarse (120m) when 
compared to visible data (30m). Improvement of 
effective spatial resolution is an attempt to derive the 
details at the sub-pixel level. The ANN method was 
not only used to improve the spatial resolution to 
produce improved thermal data but also used in the 
classification. Thus the thermal data with improved 
spatial resolution is what we refer to as “improved 
data”. The improved image had better visual 
interpretation and also preserved the thermal 
properties. When we enlarged the thermal data to the 
size of visible data, we could not visualise anything 
in the thermal data, as they were blocks like. We 
used ANN for improving the resolution. We also 
used ANN in Land use/Land cover classification and 
proved that this method is superior when compared 
to the traditional maximum likelihood classification. 
Various applications where our method could be 
necessary are Improvement of Classification 
Accuracy, Distinct identification of Land use/Land 
cover classes, Temperature mapping using improved 
thermal images, to monitor the human induced 
changes of the land, ocean and atmosphere, to better 
understand and predict the Earth's weather events 
and seasonal changes so as to reduce risks from 
natural hazards such as wildfires, droughts etc. 

We begin with ANN using raw daytime thermal 
data and multispectral (MS) data for classification. 
Next, improved daytime thermal data were used 
along with MS data. Classification was also done 
using MS data alone. Raw nighttime thermal data 
were used in classification along with MS data and 
raw daytime thermal data to notice changes in 
accuracy. Further, improved daytime and nighttime 
data were used instead of raw data. Classification 
was done using Maximum Likelihood Approach for 
all the above combinations of data. We have 
tabulated the accuracies for each combination of 
data (and for each method) individually. Finally we 
discuss and compare the results obtained. The study 
was performed on the area around the Thane creek 
with the suburban of North Mumbai, which consists 
of thick vegetation, forests, lakes, swamps, barren 
lands, hills, urban mixed areas etc. Landsat-5 TM, 
band 6 (TIR) daytime data at 120m spatial resolution 
and band 2, 3, 4 data at 30m spatial resolution, 
acquired on 20th Dec., 1989 and TIR night-time data 
at 120 m resolution acquired on 20th Dec 1989, were 
available and used for the studies. We did not take 
any spectral bands. The data had been made 
available from the satellite with spectral resolution 
right away. We had only three bands and so our 
processing was limited to them. Had we used all 
bands, the results would have been better than now. 
The bands 2, 3 and 4 data were used in deriving a 
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False Colour Composite–FCC and used as a ground 
truth base map.  

For both, daytime and nighttime TIR data, 30m 
spatial resolution data were derived from the 120m 
resolution data, by simple replication to match the 
resolution of the visible (VIS) and near infrared 
(NIR) bands.  A sub-image of 448 lines X 448 pixels 
of bands, 2, 3, 4, and band 6 (TIR) image was 
extracted from the available daytime data of 1536 
lines X 1024 pixels. Similarly, a sub-image of 420 
lines X 420 pixels was extracted from the original 
nighttime TIR data of 1024 lines X 1024 pixels. The 
nighttime data were registered to the daytime data 
using IDRISI software for further processing. 
Registration was done by taking few prominent 
points on both the images and their respective 
positions were matched.  

 
3. METHODOLOGY 

The main constraint of the thermal infrared 
remote sensing is its low (coarse) spatial resolution. 
It is due to the low energy availability in the thermal 
infrared region of the electromagnetic spectrum. In 
order to obtain the accurate ground surface 
temperatures, the use of multispectral thermal 
infrared data are preferable. Thermal infrared data 
contain additional valuable information of emittance 
of materials and it is very much useful in land 
surface classification. Thermal infrared data have 
less correlation with the other reflective band data 
like visible and near infrared. Thermal infrared data 
can also be used to improve the accuracy of 
classification when used along with other high-
resolution data. Using ANN’s we improve the 
effective spatial resolution of the thermal infrared 
data. Classification accuracy can be improved if 
thermal data are used along with visible and near 
infrared data. Neural networks offer a better 
classification than the conventional maximum 
likelihood approach.  In the present study ANN and 
MLH are used for the classification using visible, 
NIR data, Daytime and Nighttime thermal data. 

 
3.1 CLASSIFICATION USING ARTIFICIAL 

NEURAL NETWORKS 
Neural Networks are parallel processing models 

for information processing systems which consist of 
a large number of very simple yet highly inter 
connected processing elements called nodes/units 
[6]. The Neural Net technique of Back Propagation 
is used for classifying TIR and MS data. The 
network was trained using Back Propagation on 
representative areas of the classes and the resulting 
Neural Net was used to classify the entire image [5]. 
The Neural Net uses the training data to adjust the 

weights connecting the units/nodes until it is able to 
correctly identify class memberships, which is 
achieved with the aid of an iterative learning 
process. In classification by Neural Network 
approach a three-layered NN is used. First one is 
input layer, second one is hidden layer and the third 
one is output layer. Input layer comprises one node 
for each input band. Number of hidden nodes in a 
hidden layer can be calculated using empirical 
formula [7] given as, 

 
# Hidden nodes = (2 + classesbands + ½ classes 

(bands2 + bands) – 3) / (bands + classes)               [1] 
 
Third, the output layer contains one node for each 

class [8,9]. All nodes in the network, except input 
node collect the activation of nodes in the previous 
layer and set output activation [6].  

Collection function is given by, 
 
Netpi= Σwij api+biasi                             [2]

       
Where wij represents connection strength for 

current node i to a node j in the previous layer j, apj  
is the activation of node j for pattern p and  biasj  is 
the node bias. The result of collection function, netpi 
is passed to the output api, through an activation 
function, Usually the sigmoid function as given 
below is used, 

 
api = 1/(1+e-netpi)                            [3] 
 
A representative set of input and output pattern is 

selected. At each input node, the input pattern is 
presented, the connection weights of the network are 
adjusted so that activation of nodes more closely 
matches the desired output pattern [6]. All the 
patterns are repeatedly presented to the network until 
the network learns the patterns. Foundation of the 
Back Propagation of learning algorithm is the non-
linear optimization technique of gradient descent on 
the sum of squared difference between the activation 
Opi, of the nodes in the output layer and the desired 
output tpi. The objective is to minimize, therefore E 
is given by, 

 
E = Σ Σ (tpi-Opi)2                               [4] 
       p    i   
 
where p are the training patterns and i is the 

output node. Weights are updated as,  
 
∆wij(n+1)=ε(γpiapj)+α∆wij(n)        [5] 
 
where wij is the connection strength from node i 

to node j 
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γpi is the node i error for pattern p 
apj is the activation of node j for pattern p 
ε is the learning rate 
α   is the momentum term 
Node error γpi for output node is given 
 
γpi=(tpi-api)api(1-api)                              [6] 
 
At any other arbitrary hidden node the error is 

adjusted as, 
 
γpi=api(1-api)Σγpkwki                    [7] 
 
3.2 CLASSIFICATION USING MAXIMUM 

LIKELIHOOD APPROACH 
The MLH algorithm can be effectively used for 

classification of remotely sensed images. In this 
method, probability of a pixel belonging to each 
class is calculated and the pixel is assigned to that 
class with which it has the maximum probability. 
Gaussian multivariate normal distribution function 
(Eq 8) is used for probability calculation. If the pixel 
has less than the user defined threshold probability, 
the pixel is kept unclassified.  

 
P(x/k) = [1/(2 πd/2 |C|1/2)] * exp[ - ½ (x-µ)t C-1 (x-

µ)]           [8] 
 
where )/( kxP is probability of a pixel belonging 

to class k, 
C is the covariance matrix 
|C| is the Determinant of covariance matrix 
C-1 is the inverse of covariance matrix 
µ is the mean vector and x is the pixel under 

consideration  
 

4. TEST RESULTS 
The intent of this paper is to carry out 

Landuse/Landcover classification and for that we 
need more than one band. This is because a feature 
(tone of the feature) might appear differently in 
different bands. Here we carried out classification 
using only visible data (Bands 2, 3 and 4), visible 
data and thermal data (Bands 2, 3, 4 and 6), visible 
data and improved thermal data (Bands 2, 3, 4 and 
improved band 6). Classification accuracy increased 
when we used improved thermal data instead of 
original thermal data, which means there was 
improvement in feature identification.  

In the present study, classification for all 
combinations of data was done using ANN and 
MLH methods and the results are tabulated (Table 
1). These combinations include  

1) Bands 2, 3, 4 and original Daytime thermal 
using ANN and MLH 

2) Bands 2, 3, 4 and Improved Daytime TIR Data 
using 3 bands as input (IDTI3) using ANN and 
MLH    

3) Bands 2, 3, 4 and Improved Daytime TIR Data 
using 4 bands as input (IDTI4) using ANN and 
MLH    

4) Bands 2, 3 and 4 using ANN and MLH  
5) Bands 2, 3, 4, original Daytime and Nighttime 

thermal using ANN and MLH  
6) Bands 2, 3, 4, IDTI3 and Improved Nighttime 

TIR Data using 3 bands as input (INTI3) using ANN 
and MLH  

7) Bands 2, 3, 4, IDTI4 and Improved Nighttime 
TIR Data using 4 bands as input (INTI4) using ANN 
and MLH  

Table 1: Classification Accuracies for each 
combination of data 

Method ANN MLH 
With bands 2,3 and 4  

76.25% 
 

76.17% 
With bands2, 3,4 and 

raw day TIR 
 

90.57% 
 

87.85% 
With bands2, 3,4 and 

IDTI3 
 

69% 
 

83.28% 
With bands2, 3,4 and 

IDTI4 
 

95.57% 
 

89.42% 
With bands2, 3, 4 

and raw day & night 
TIR 

 
81.85% 

 
82.85% 

With bands2, 3,4 and 
IDTI3 & INTI3 

 
68% 

 
83.29% 

With bands2, 3,4 and 
IDTI4 & INTI4 

 
85.42% 

 
84.43% 

 
5. COMPARISONS AND DISCUSSION 
Classification accuracy improved when raw 

daytime thermal data were used in addition to MS 
data by ANN. When only MS data were used in 
classification it resulted only 76.2 % accuracy. In the 
classified image with MS data thick vegetation, light 
vegetation, marshy land and open ground (barren 
land) were misclassified. When raw daytime TIR 
data were also used with MS data, accuracy 
increased to 90.57% (Fig 1). In the classified image 
with MS data and raw daytime TIR data only few 
pixels of barren land and marshy land were 
misclassified. There was further improvement in 
accuracy when improved daytime thermal data with 
4 bands (IDTI4) were used in classification by ANN 
instead of raw daytime thermal data along with MS 
data. In the classified image with MS data and 
IDTI4 all the classes were classified accurately. 
Each and every class had an individual accuracy of 
more than 92% accuracy. Overall accuracy was 
95.57% (Fig 2). 
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Figure 1: ANN Classified image using bands 2, 3, 4 

and original Daytime TIR data 

 
Figure 2: ANN Classified image using bands 2, 3, 4 

and IDTI4 

Classification accuracy decreased when daytime 
improved image with 3 bands (IDTI4) by ANN was 
used instead of daytime raw thermal data. In the 
classified image with MS data and IDTI3 all the 
thick vegetation and light vegetation was 
misclassified as built-up land. Hence it gave the 
lowest accuracy of 69%. This gives the fact that 
improved image by ANN with 4bands (IDTI4) is 
better than improved image with 3 bands (IDTI3). 
When nighttime data were used along with MS data 
and daytime thermal data there was a slight 
reduction in classification accuracy to 81.85%. This 
may be due to a small error in registration between 
day and nighttime data. In the classified image with 
MS data, raw daytime and nighttime TIR data some 
pixels of thick vegetation and barren land were 
misclassified as built-up land. In the classified image 
with MS data, IDTI3 and INTI3 thick vegetation, 
barren land and light vegetation were misclassified 
as built-up land. It gave an accuracy of 68 %. 
Among the classified images where nighttime data 
were used, maximum accuracy was obtained when 
MS data, IDTI4 and INTI4 were used. It gave an 
accuracy of 85.42 %. Classification was also done 

for all the above combinations of data using MLH. 
In all the cases ANN proved to be a better method 
than MLH. In classification with MLH also, there 
was always an increase in accuracy when improved 
daytime thermal data (IDTI4) were used instead of 
raw daytime thermal data. Classification accuracy 
was always higher when daytime thermal data were 
used along with MS data. But there was a slight 
reduction in classification accuracy when nighttime 
thermal data were included. The reasons for this may 
be small a error in registration between daytime and 
nighttime data and also there may be higher 
correlation between day and nighttime data. 

 
6. CONCLUSIONS 

The main objectives of the present study include 
effects of improved daytime and nighttime TIR data 
in classification. Details present in the TIR data are 
very useful in classification. Though thermal data 
was available along with multispectral data, it was 
not used because of its very coarse spatial resolution. 
Using our new method not only one can bring the 
thermal data to a resolution of the multispectral data 
but also retain the thermal properties and patterns. 
Hence using this method we now have an 
opportunity to utilize thermal data as an extra band 
for land use/land cover classification.  

The results indicated enormous improvement in 
classification accuracy when thermal data were used 
along with multi spectral data. Classification 
accuracy was much better when improved thermal 
data were used instead of raw thermal data. There 
was no increase in classification accuracy when 
nighttime data were used along with daytime 
thermal and MS data compared to the results 
obtained with the MS data and daytime TIR data. 
Linear features such as roads, railway networks etc 
were easily identified when the improved TIR data 
were used along with visible and near infrared data 
in multispectral image classification. With out 
disturbing the thermal properties of the data we 
could use it for land use/land cover map preparation. 
Future work could include image classification using 
advanced methods like Neuro-Fuzzy algorithms. 
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