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1 INTRODUCTION 

The methods of EMC are concerned with the 
radiated and conducted emissions on systems, 
predominantly in hardware platform. In our article we 
would like to introduce some methods of elimination 
of the influences of emissions on transmission or 
computed data by using the software method. In most 
cases it is possible to detect errors or failures on 
existing systems via using these methods. These are 
always suitable to improve the communication 
between decentralized systems. The methods which 
can do that are methods of software and time 
redundancy. 

The methods of software and time redundancy 
possess an advantage of possibilities to use them 
without additional modification of hardware platform. 
However in some cases the increase of reliability is 
possible only with changing the hardware platform, or 
changing the whole conception of design. The major 
point of using software and time redundancy methods 
lay on microprocessors systems and system 
computational technique where there is a  high 
demand for specificity or radiated emissions 
susceptibility or conducted emissions susceptibility. 
 

2 SOFTWARE REDUNDANCY METHOD 

The basic idea of this method is in using insured 
code on communication between decentralized 
systems or can be used in processing with signals thus 

being able of easy detection of a hardware failure. 
From all possible codes we would like to present only 
the most preferred ones. Often the codes with constant 
of Haming’s distance (e.g. Hd = 2 or more) are used, 
which can detect possible errors on transmitted data. 
In case of high value Hd the correction is possible. For 
detection and repair the following equation can be set:   

 
Hd ≥ 1+2c+d 

 
where  c - represents a number of bits to be corrected  
 d - represents number of errors to be detected 
 
For example in case of Hd=2, using 3 bits, we obtain 
only four cases from eight possible.  
 
 0 0 0 
 0 1 1 
 1 0 1 
 1 1 0 

However when only one error is detected, 
correction is impossible (Figure 1). 
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Figure 1 - Failure T0 on transmition bus.
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In Hd=3, using 3 bits, only two possibilities 
remain. 
 0 0 0 
 1 1 1 
in this case it is possible to detect two errors and one 
error can be corrected. 

Another method is using a code with parity in cases 
where  there are more possibilities of parity 
applications: 
 
a) Word parity  
One of the easiest ways is simply adding the parity bit 
at the end of the word (Figure 2). 
 

b
7

b
6

b
5

b
4

b
3

b
2

b
1

b
0

P

Figure 2 - Word parity.  
 
b) Cross parity  

This method provides much better word security 
than the one described previously. (Figure 3) 

 
b7 b6 b5 b4 b3 b2 b1 b0 P P

Figure 3 - Cross parity.  
 
c) Parity overlapping  

This method offers a possibility of correcting errors 
however the redundancy is larger (Figure 4)  

 
b7 b6 b5 b4 P P P

Figure 4 - Parity overlaping.  
 
d) other 

Seldom weight codes M of N (codes with constant 
number of  “1”) are used. These codes consist of 
original word along with the same word in negation 
form. Main disadvantage of these codes is 100% 
redundancy and ability of detecting only one error 
(that same can be done with parity codes with far 
lower redundancy). 

 
Original code    Weight code 3 of 6 

 0 0 0 0  0 0 0 0  1 1 1 1 
 0 0 0 1  0 0 0 1  1 1 1 0 
 0 0 1 0  0 0 1 0  1 1 0 1 
 0 0 1 1  0 0 1 1  1 1 0 0 
 

The Izocodes N of M are codes with constant 
numbers of “1” and comparing to weight codes they 
can reliably detect only one error, or more one-sided 
errors (e.g. transition from 0 to 1) 
 

Original code   Izocodes  2 of 6 
 0 0 0 0  0 0 0 1 1  
 0 0 0 1  1 1 0 0 0 
 0 0 1 0  1 0 1 0 0 
 0 0 1 1  0 1 1 0 0 

 
Double codes hide very interesting possibilities. 

The basic idea of these codes is in repeated 
transmission. After the original code has been 
transmitted, the second transmission is done but in a 
form of negation. These codes do not need to enlarge 
the existing data buses because they are transmitted 
twice within the some number of bits. The hardware 
changes are not necessary. Another advantages of 
double codes are their possibilities of failure detection 
on data buses (e.g. short circuit of any data wires on 
ground or power supply). However, the detection of 
short circuit between wires will still be a problem 
since it can not be detected by this method. This 
advantage decreases the transmission speed because of 
100% redundancy. 

Last but not least among the methods of improving 
the reliability we would like to present are the 
methods based on check sum.  

Well known are:  
a) – single precision (Figure 5). The principle of this 
method is to add check sum at the end of the original 
data. After receiving this a new check sum is created. 
These check sums are compared and consequently 
recognition of an error is possible on received data. If 
checksums are identical data is correct. 
 
 Original data Data ready for 
 with overflow transmition  
 flag without flag 
 0 1 1 0 0 1 1 0 
 0 1 0 1 0 1 0 1 
 1 0 0 0 1 0 0 0 
check 
sum 10 0 1 1 0 0 1 1 
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Figure 5 - Single precision.

Original Data Received Data

 
 

The problem can appear because ignored the 
overflow flag (bit) is.  

 Transmitted Received  
  data  data 

 0 1 1 0  1 1 1 0 
  0 1 0 1  1 1 0 1 
check 
sum  1 0 0 0  1 0 1 1 
check sum after 
transmit   1 0 1 1 
 

It can be seen that the check sum is equal to 
opposite continuous failure (Figure 6). 

 

Transmitter Receiver

t1

Figure 6 - Failure T1 on transmition bus.  
 
b) – double precision 

By this method the problem with overflow flag will 
be eliminated. The only difference comparing to a 
single precision method is that the double precision 
method uses the whole overflow flag. The increase of 
redundancy is negligible in case of insuring larger 
number of bytes. In following table the increase of 
redundancy is presented (compare to none insured 
transmit with various number of bytes). 
 
Non insured Single Double  
transmission  precision precision 
4 Byes 20% 33% 
6 Bytes 14% 25% 
8 Bytes 11% 20% 
10 Bytes  9% 17% 
 
 Orig. data Data ready for  
 with flag     transmission with flag 
 0 1 1 0 0 1 1 0 
 0 1 0 1 0 1 0 1 

 1 0 0 0 1 0 0 0 
Check 
sum    0 0 0 1 0 0 1 1 0 0 1 1 
  0 0 0 1 
 
 Transmitted Received 
 data data 
 0 1 1 0 1 1 1 0 
Check 0 1 0 1 1 1 0 1 
sum    0 0 0 1 0 0 1 1 0 0 1 0 0 0 1 1 
Check sum after 
transmit 1 0 1 0 1 0 1 1  
 

Comparing the check sums, the error will be 
detected (Figure 6). 
 
c) – Honeywell 

This method divides bytes into two columns 
(Figure 7) and the check sum will be added. The 
transmission is conducted with original number of 
data wires (similar to a method of single or double 
precision). Added redundancy is identical to the 
method of double precision.  
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Figure 7 - Honeywell method.  
 
Original  data after 
data   modification 
0 0 0 1   0 0 0 1     0 1 1 1 
0 1 1 1   0 0 0 0     0 1 1 0 
0 0 0 0 check 
0 1 1 0 sum 0 0 0 1     1 1 0 1 
 
 
Transmitted Received Data after 
data data modification 
0 0 0 1 1 0 0 1 1 0 0 1 1 1 1 1 
0 1 1 1 1 1 1 1 1 0 0 0 1 1 1 0 
0 0 0 0 1 0 0 0 0 0 1 0 1 1 0 1 
0 1 1 0 1 1 1 0 
0 0 0 1 1 0 0 1 Received check 
1 1 0 1 1 1 0 1 sum 
  1 0 0 1 1 1 0 1 
 

Error on data bus is detected again (Figure 6). 
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Another way is using the cycle codes, the 
arithmetical codes etc.   
 

3 METHODS OF TIME REDUNDANCY 

The basic idea is to do any operation e.g. numerical 
or the data transfer repeatedly - then compare the 
results. The advantage of this method is that it is able 
to detect short random errors or serious permanent 
failures. These methods mostly do not require any 
hardware platform changes. Software changes will 
usually do. The disadvantage is the length of the 
computing time.   
 

4 THE STRATEGY OF TRANSIENT 
ERRORS DETECTION 

The principle is presented in Figure 8. Every 
operation is done repeatedly. The interpretation of 
results can be various. In one case it can be used only 
as an error indicator, in other case it may contain the 
corrected result (after voting). 
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of result
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t
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time
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Data
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Figure 8 - Strategy of transient
errors detection.  

 
5 THE STRATEGY OF PERMANENT 

FAILURE DETECTION 

In this method the calculation is again done 
repeatedly (in most cases two times: - second step in 
calculation is realized with inverted data). This is a 
software solution of Two Rail Logic – in hardware 
field (Figure 9). 
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of result

Compare

Compu-
tation
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0

Write
of result
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Data

Data

time
t
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Figure 9 - Strategy of permanent
failure detection.  

 
To fulfill the previous, the following equation has 

to be valid:  

)()( xfxf =  
in which 

)(xfd  is the dual function of  )(xf  function (if   

),...,()( 21 nd xxxfxf = ) 

If )(xfvd  is the function with own duality and if 

)(.)(.)( 11 xfxxfxxf dnnvd ++ += , then 

complementarily inputs generate complementarily 
outputs, the outputs are identical by Two Rail Logic. 
 

Recomputing with Shifted Operands –RESO: 
1. Step – computing with original operands (Figure 

10) 
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Figure 10 - Computing with original
operands.  

 
2. Step – recomputing with one times shifted 

operands (Figure 11) 
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Figure 11 - Recomputing with shifted
operands.  

 
3. Step – recomputing with two times shifted 

operands (Figure 12) 

AND

=

r7 r6 r5 r4 r3 r2 r1 r0 0 0

b7 b6 b5 b4 b3 b2 b1 b0 0 0

a7 a6 a5 a4 a3 a2 a1 a0 0 0

Failure

Figure 12 - Recomputing with two
times shifted operands.  

 
Result after shifting  
After voting we obtain correct result (Figure 13). 
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Figure 13 - Result after voiting.  
 

Recomputing with Swapped Operands –RESWO: 
(Figure 14). 
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Figure 14 - Recomputing with
swapped operands  

 
Recomputing with Duplication with Comparison –

REDWC: 
 

1. Step 
The computation unit will be tested first with the 

lower half of data then the results will be compared 
and overflow flags will be also compared (Figure 15). 
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Figure 15 - Computing with
the lower half of data.  

2. Step 
Then the computation unit will be tested with the 

higher half of data then the results will be compared 
and overflow flags will be compared (Figure 16) 

 

Second half
of computation

unit

First half
of computation

unit

B
H

B
L

A
H

A
L

Compare
results

RH1 RH2

R
H Compared

Figure 16 - Computing with
the higher half of data.  

 
6 CONCLUSION 

In our article we wanted to introduce interesting 
possibilities of improving the reliability of existing 
systems, or software possibilities in the field of errors 
or failures detection. These methods can be easily 
applied e.g. in insuring reliability controlling. Also 
they can be used when evaluating results in 
decentralized systems in surrounding with radiated or 
conducted emissions. (In such case usual resources of 
EMC are not sufficient for preventing the intersection 
of emissions into transmission channel or system 
itself). 
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