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Abstract: Social media has emerged as a popular platform for users to share 
information about real-world events, particularly during disaster emergencies. 
However, disaster managers often having problem to gather an accurate 
information of the current situation since not all observations are made by 
reliable users. In this project, we address this problem by developing a trust 
matrix framework to identify the trustworthiness of the information shared on 
social media. Specifically, this project is focusing on flood disaster management 
and information shared on Twitter platform. The first objective of this project is 
to create text corpus for statistical and keyword analysis of a flood event shared 
on social media. Second objective is to develop a trust matrix for the flood 
events from social media. Third objective is to evaluate trust matrix for flood 
event using crowd-sourced data. The evaluation of trust matrix is done using real 
flood event dataset which are gathered between June and July 2018. To 
establishing a ground-truth for trust matrix framework, each data is mapped with 
actual flood event from news portal. 
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1. INTRODUCTION 

In its early appearance social media is used by 
most people simply as a means of broadcasting 
personal life and sharing information [1, 2]. 
Nowadays, social media has emerged as a popular 
platform for users to share information about real-
world events, particularly during disaster [3, 22]. 
Early information from people on the scene of 
disaster often conveys timely and actionable 
information, which is greatly valuable for official 
authorities respond to emergencies occur during 
disaster event. However not all of the information is 
in good quality and related to the event, it may be 
fake, incorrect or noisy. Such false and incorrect 
information can lead to chaos and panic among 
people on the ground. 

Furthermore, harnessing reliable information on 
disaster events from social media is very 
challenging, Twitter for example only allows its 
short textual messages called tweets of up to 140 
characters. It thus encourages its users to use short 
form to reduce the length of their messages. In some 
condition, the large volume of emergencies 

information that is spread by many users also 
overwhelming. Therefore, disaster managers often 
having problem to gather an accurate information of 
the current situation since not all observations are 
made by validated users or reliable observers. Since 
early year of online application specifically for 
information sharing reliability is a major concern 
[4, 5]. There is a need for a high-level and abstract 
way of identifying and managing trustworthiness of 
information on online media, which can be easily 
integrated into applications and used in any domain. 

This paper is focusing on identifying reliability 
of the information shared on the social media 
particularly related to flood event. Specifically, the 
objectives of this paper as follows. The first 
objective is to create text corpus for statistical and 
keyword analysis of a flood event shared on social 
media. Second objective is to develop a trust matrix 
for the flood events from social media. Third 
objective is to evaluate trust matrix for flood event 
using crowd-sourced data.  The main contribution of 
this project is the text corpus and text analysis 
procedures for large unstructured dataset which 
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related to flood. These text corpus and text analysis 
procedures are used to develop the trust matrix that 
can identify trustworthiness of information shared 
on social media.  

The paper is structured as follows. Section 2 
presents in more details on research background. 
Section 3 describes methodology used in this 
research. Section 4 discuss the details of the trust 
matrix. Section 5 is regarding the results and 
discussion the results. Section 6 concludes the paper. 

 
2. RESEARCH BACKGROUND 

Although social media are used by many people 
as a way of sharing personal life information and 
day to day activities the insight provided by social 
media data goes far beyond. Researchers have been 
using social media to study relationship between 
happiness and mobility patterns [13], tourist origins 
and attractions [14] and disease outbreaks [15, 16]. 

In recent years, online social media has become 
an important role in real world events, especially 
during emergency events. Muralidharan at al. [18] 
for example, use data from Twitter and Facebook to 
study the usage of social media for disaster 
monitoring during the 2010 earthquake in Haiti. 
Guan and Chen [2], 10] develop a measurement tool 
to quantify the evolution of disasters in in term of 
temporal–spatial patterns based on Twitter activities 
during emergency events. In another research, Lu 
and Brelsford [17] investigate, the changes in human 
social behavior in response to extreme disaster like 
earthquakes, tsunamis as a mean to understand 
suitable emergency response and recovery.  

Beside text-based data from social media, Sun et 
al. [19] use the geotagged Flickr images as 
supporting features remote sensing in flood disaster 
map. Fohringer et al. [21] also utilize quantitative 
data that are gathered from photos that are shared by 
eyewitnesses in social media posts to support flood 
inundation mapping. Jongman et al. [20] study how 
the tweets from Twitter that are related to flood 
event and satellite observations of water coverage 
can be used to support early disaster response. 
Basically flood event were mentioned several days 
earlier on Twitter then reported to responsible 
organizations. However, they suggested that the pre-
processing of social media data needs to be 
improved for operational use.  

In another perspective, Sloman and Grandison [4] 
concern about the reliability of the information 
spread during disaster events.  In some condition, it 
can be used for effective disaster alert or to spread 
rumours and fake news. For example, Gupta et. al, 
identified more than 10000 tweets which contained 
fake images that were spread over Twitter. They 

show that not all of the information shared by people 
are good quality with respect to the event, like it 
might be a fake or hoax [6].  

Sakaki et al. used tweets as social sensors to 
detect earthquake events. In other words, the posted 
tweets are acted as sensor of the event [7]. For 
instance, user makes a tweet about a flood 
occurrence, then it can be considered that he or she 
act as a “flood sensor”, and classify it into true news. 
The tweets are classified using probabilistic spatio-
temporal model. 

There is a similar method is built but 
imperfection which is Alternative Trust Metric. It 
only focuses on the textual content of messages to 
determine if an event is spam or not spam. It is a 
method for reducing the fake news based on the 
number of users reporting the related event [8]. This 
paper aims to develop improve and perfect system to 
filter and reduce the fake news on online social 
media. The researchers consider each Twitter user as 
a sensor, and set a problem to detect an event based 
on sensory observations. Unlike Alternative Trust 
Metric, our version of trust matrix is built based on 
keywords analysis and context analysis to identify 
the trustworthy of the information.  

Specifically, in this research, we develop a trust 
matrix diagram as an abstract overview to identify 
reliability of shared information on social media in 
particular related to flood event disaster. In this case, 
Trust is referred as reliable, relevance, and 
believable. The trust matrix is a tool which is able to 
filter the unreliable data based on based on two types 
of components, namely keyword and context. 

 
3. METHODOLOGY 

In this section, we discuss our research 
methodology in detail. First, we describe the 
methodology of collecting data from Twitter, 
followed by the various techniques that is used to 
developed the trust matrix. Fig. 1, shows the steps 
involved in the development of Trust Matrix. 

Data collection is the first step of trust matrix 
development. In this step, data about flood event are 
extracted from Twitter. Twitter is a famous and 
widely used social network. It produces more than 
200 million tweets per day. Even though it consists 
of millions of tweets the extraction process become 
easier because of Twitter Public Streaming API. In 
this research, we use Python Tweepy package of 
Twitter API for data collection. During this step, we 
also apply pre-filtering where we only keep tweets 
that contain keyword ‘flood’. After that, the tweets 
that are unrelated such as retweet is removed from 
the collected dataset.  
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Figure 1 – Development of Trust Matrix 

 
The next step is to identify significant keywords 

using keyword analysis. Keyword analysis is used to 
study the pattern of keywords consist in each tweet. 
The text analysis is carried out manually to increase 
the precision of the details of every single collected 
data. Although it is a time-consuming task, it can 
produce more accurate output for this research. 
Based on 40,000 sample data, we manage to identify 
five most frequent keyword or keywords 
combination as shown in Table 1. These keywords 
will be used as keyword component in the trust 
matrix. 

Table 1. List of Keywords Combination 

Elements  Count 
numbers  

Flood + water  1497  

flood + warning  28189  

flood + risk  2097 

flood + alert  4666  

flood + damage  4666  

 
Next, we identify context information that is 

relevant for flood event and trustworthiness of the 
tweets. The context elements are also identified 
based on previous work as discusses in the following 
paragraphs. 

 
3.1 NUMBER OF FOLLOWERS 

Every Twitter user can make a tweet. It can be a 
fake since Twitter does not require a proof of 
identity for tweets. The followers would not know 
the tweet about an event whether it is true. 
Therefore, the user will like to follow a verified 
person who have been manually verified by Twitter 
[9]. Verification is only initiated by Twitter. A 
verified user to be trusted because they must use 

their real-life identity and be well-known enough by 
the general public for Twitter such as Barack Obama 
and Ellen DeGeneres. 

 
3.2 NUMBER OF FRIENDS 

As a Twitter user, following the Twitter users in 
order to collect more information from them. The 
Twitter users have their own registered location. The 
news come from everywhere and the information 
will be obtained as following the others Twitter 
users. For example, user lived in Melaka, Malaysia 
but he or she heard a news about flood event in 
United State through Twitter since he or she had 
follow a trustable Twitter user from United State. 
The larger the number of friends, the more 
information getting from them. 

 

3.3 NUMBER OF RETWEET 

Retweet is a way to diffuse the information in 
Twitter. It is simple but powerful to disseminate the 
useful information [10]. At most of the situation, the 
greater the number of followers will be getting the 
greater the number of retweet. Retweet a tweet is 
one of the fast way to let others to know about the 
information. For example, a trustable Twitter user 
upload a tweet about the flood event will happen in 
3 hours later. Retweet this news to let the friends and 
followers get through it. Through word of mouth, 
the news will reverberate very quickly and all the 
people can take their time to prevent the flood event. 
So, the greater the number of retweet, the more 
reliable the spread information. A threshold for 
number of retweet have to find out in order for 
estimating how many retweets is considered as 
trustable tweet. 
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3.4 NUMBER OF SIMILAR TWEETS 

As mentioned before, multiple observations able 
to make information become more reliable. Hence, 
counting the similar tweets but from different users 
is carry out. Firstly, the threshold is set for number 
of similar tweets by ourselves after observing the 
count number for similar tweets. If the number of 
similar tweets is greater than its threshold, means 
that tweet is reliable. For example, three different 
users of Twitter upload the same real-time flood 
event with threshold of three and these tweets could 
be considered as reliable. This approach has also 
been applied by Eilander et. al. to develop a decision 
support tool for floods disaster [11]. 

Based on sample data 40000 sample data that 
already being tag as reliable tweet we identify the 
context element and the threshold for each element. 
Basically this sample data is used as training dataset 
to better understand the characteristics of the model 
to be develop. The last step is to design the abstract 
view for trust matrix based on main two components 
namely, keywords and contexts information. Context 
elements that are significant for flood trust matrix is 
shown in Table 2. 

 

Table 2. List of Context Information 

Elements  Threshold 

Number of Likes 1 

Number of retweet 1 

Number of followers 30000 

Number of friends 900 

Number of similar tweet 3 

 
There are many ways to confirm the reliability of 

certain information. Vosoughi, et. al, for example 
use fact-checking organizations to identify true or 
false online news [23]. As in our research, to 
establish a ground-truth for trust matrix framework, 
each data is mapped with actual flood event from 
Google News search.  By using Google API we are 
able to extract flood event information using specific 
keywords. Specifically, each tweet is labelled 
whether it is true or false based on its exact situation 
gathered from the online news portal. For example, 
keywords “Alabama Flooding 6th June 2018” to find 
out whether Alabama suffer in flooding specified 
data. If the location of tweet is mapped with actual 
flood event location, the tweet is verified and 
considered as reliable and use as ground truth. 
 

4. TRUST MATRIX 

Trust Matrix is a matrix diagram used to 
recognize reliable tweets. Specifically, it consists of 
list of items and the existence of each item in each 

record. It is used to identify the presence of 
relationships between two or more items. Basically, 
it is a simple tool that allows us to analyze a 
relatively complex situation in a simple 
straightforward way to understand complex causal 
relationship. In other words, matrix diagram can be 
used in situation where we want to identify and 
assess the strength of relationships between a 
number of items. It is mainly useful for investigating 
the relationships between a set of vague and un-
measurable items with a set of precise and 
measurable items. The component in Trust Matrix is 
can be used as a set of rules in a rule based system as 
a way to classify the trustworthiness of a tweet. As 
depicted in Table 3, the Trust Matrix consists of five 
rows vs. four columns. Rows are to represent 
keyword element while column are for context 
information. 
 

Table 3. Matrix Diagram of Trust Matrix 

 
 

Rule-based system is a simplest form of Artificial 
Intelligence. It represents the knowledge in terms of 
a set of rules for which to tell what to do or what to 
judge in non-identical situation [12]. A rule-based 
system can be created by a set of rules easily to 
classify the data.  

Rule-based system consists of 3 important 
elements which are facts, rules, and terminator: 
 

4.1 FACTS 

A set of facts can be seen as a set of collection of 
data. The collected data should be anything relevant 
to the beginning state of the system. 
 

4.2 RULES 

A set of rules need to be created to determine and 
classify the facts. This contains all actions that 
should be taken within the specific scope of 
problem. Rules provide description of how to solve a 
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problem. A rule relates the facts in IF part 
(condition) to specific action or consequent in 
THEN part. Rules are relatively easy to create and 
understand. The system should contain only the 
relevant rules but not the irrelevant rules in order to 
ensure the well performance of the system 
(Irrelevant rules will affect the performance of the 
system). Simple structure of a rule as follows: 
 

IF <condition TRUE> 
THEN <consequent>. 

 
4.3 TERMINATOR 

This is a condition to determine that a solution 
has been found or not. It is necessary to terminate 
the rule-based system to avoid the infinite loops. 

Rules are expressed as a set of IF-THEN 
statements. It can be applied for a large kind of 
problems but the area should not be large. For 
example, flood event is a bigger problem that always 
concerned by society could perform in a similar way 
when it meets the same facts (collection of data and 
conditions). Hence, the system need to be trained to 
make it become expert system which is capable to 
function with better zero-error. In this research, the 
rule-based is implemented to classify the trustworthy 
data by using a set of IF-THEN rules, but in specific 
area. Rule-based system may make the solution 
inefficient if the scope and range is wide.  
 

5. RESULT AND DISCUSSION 
 

We run experiments to evaluate how effective 
rule-based system as depicted in Fig. 1, can identify 

tweets that are reliable or not. Results are measured 
based of data accuracy. Specifically, accuracy is 
much easier to define. The accuracy of an 
experiment is how close the final result is to the 
correct or accepted value. The closer it is, the more 
accurate the experiment. The accuracy can be 
improved through the experimental method if each 
single measurement is made more accurate. Thus, 
for this experiment we use 30,000 pre-filtered tweets 
(tweet with keyword flood) collected every day in 
June 2018 (30 days) as test data set. These tweets 
then evaluated based on the set of rules or model as 
mentioned in the trust matrix. The system is able to 
identify the existence of the significant keywords 
and determine the context information and finally 
classify the tweet as true or fake. The accuracy of 
the final result is calculated against ground truth data 
which is collected from Google News API. For 
example, if tweet id_01 is identified as reliable and 
the ground truth of tweet id_1 also labelled as 
reliable then this tweet is counted as accuracy = 1. 

Result from evaluation is depicted in Fig. 2. The 
accuracy of displayed on daily basis. The average 
accuracy for a month is about 75%. As we can see 
from the graph, accuracy for every day in June 2018. 
Our specific task is to only identify the patterns of 
keywords and context that imply the trustworthiness 
of tweets particularly related to flood event. 
However, in our experiment we can only provide 
historic instances of flood disaster to train the rule-
based model. As is it built upon the seen instances, a 
model could easily bias towards specific keywords 
or context associated with events as seen in the 
experiments. 

 

  

Figure 2 – Accuracy results 

 
6. CONCLUSION 

In this work, we focused on extracting relevant 
keywords and useful context information from 

Twitter during times of crisis especially in flood 
event to assist in better handling of critical disaster 
situations. The list of keywords can be used as text 
corpus for statistical and keyword analysis of a flood 
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event shared on social media. We explored the 
problem of filtering tweets, which are limited text 
messages on the popular social media platform, 
Twitter. We presented a rule-based framework in the 
form of Trust Matrix for filtering social media 
information into reliable and non-reliable messages. 
We highlighted an important component to identify 
reliability of certain content in social media is the 
context information such as location where the tweet 
come from, the followers for the person who send 
the tweets, the similar tweets that are also report the 
same event. Accuracy of the Trust Matrix is 
evaluated using ground truth data taken from online 
news portal.  

Classification of text-based data is difficult 
without any additional features such as context 
information. In the future, we will consider 
providing knowledge from other resources to 
improve accuracy of our classification engine. 
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