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Abstract: A necessary background for clear outlined existing of each science in the so fast
changing world is its permanent development in theoretical and applied aspect for solving today's
problems and visions in the future. In this respect for the modern sciences, more important role
play theories, that not only generalize and explain the known facts and phenomena, but serve for
predicting and achieving new levels of knowledge.

In this paper the methods of teaching in the discipline Distributed Measurement Systems and in
particular, the laboratory exercises carrying out by the students of Faculty of Automation and
English Language Department of Engineering in Technical University of Sofia are presented.
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1. MOTIVATIONS FOR THE
DEVELOPMENT OF MEASUREMENT
SCIENCE

Signal and Information Theory is one of the ba-
sic aspects of Measurement science. Its role con-
sists in the fact that the modern technology, under-
lying measurement needs new methods both for
modeling of measurement systems at design stage,
and for carrying out the so-called model-based
measurement.

Model-based measurement consists of interro-
gating the system under observation by exciting it
and estimating the quantities under observation as
parameters of a model of the system.

This problem of system identification is a spe-
cifically measurement problem.

These are activities such as measuring, examining,
testing, gauging one or more characteristics of a
product or service and comparing these with speci-
fied requirements to determine conformity. The
characteristics of this stage are: identification of
sources of non-conformance, corrective actions,
sorting, grading, re-blending, and salvage.

Basically the quality systems can be broken down
into two types:

— Detection-based quality systems (fig. 1)

— Prevention-based quality systems (fig. 2)

The detection-based quality system corresponds
to the first level of quality management evolution.
In the prevention-based quality systems there are
mechanisms allowing the necessary corrective ac-
tions to be taken, not only at the end of the produc-
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Fig. 1. Detection-based quality system
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Fig. 2. Prevention-based quality system

tion process, but before it has started, even at the
design stage.

In the field of quality control it should be men-
tioned Pareto diagrams. Pareto diagram is a tech-
nique supporting the quality improvement process
for ordering causes or problems from the most to
the least significant. In this way the most signifi-
cant aspects are identified and the efforts can be
concentrated on those, thus getting the maximum
benefit with the least effort. It is a special case of
bar chart method and is used in conjunction with
brainstorming, and cumulative line charts. The
Pareto diagram is based on the Pareto principle,
which states that a few causes account for most
of the effect. It is usually applied for quality im-
provement: solving a few key quality problems can
lead to major improvements.

It can be used the next algorithm for construct-
ing Pareto diagrams:

Step 1. Decide the problem, which is to be ana-
lyzed.

Step 2. Decide the period over which the data
are to be collected.

Step 3. ldentify the main causes or categories
of the problem.

Step 4. Collect the data using for example a
check sheet.

Step 5. Tabulate the frequency of each category
and list in descending order of frequency.

Step 6. Arrange the data as in a bar chart.

Step 7. Construct the Pareto diagram with the
columns arranged in order of descending frequency.

Step 8. Determine commutative totals and per-
centages and construct the commutative percent
curve.

Two very important aspects of quality control
at the Process Control Quality System level are

placed on preventive mechanisms.

Inthe context of motivations for the
development it is necessary to focus
the attention on progress in the Theory of errors
and uncertainty inmeasurement. They are specially
important to measurement processes.

Many authors consider the need to develop the
technology of measurement and instrumentation into
an university discipline which can be effectively
taught as the most powerful driving force behind
the development of measurement science.

2. THE PHILOSOPHY OF THE
LECTURES ON DISTRIBUTED
MEASUREMENT SYSTEMS

The main purpose in creating of the lectures and
exercises on distributed instrumentation was to
model the basic principles of microprocessor-based
measurement systems: constructing of primary sen-
sors, signal conditioning elements, Analog to Digi-
tal Conversion (ADC), controllers for 16 and 32-
bit microprocessors and estimation of the final re-
sult for the measured value based oninverse trans-
fer function. The problems of processing of repeat-
edly-trial measurement schemes are separately
considered.

An essential part of the lectures is devoted to
the estimation of measurement information. A cru-
cial characteristic of the data obtained in the mea-
surement process is their usefulness.

If we have a set of observations:

(D w = wl,...,wN)T,

where:

T - denotes transposition, since all values are
considered as real,

whN - is the n - th observation,

usually any scalar parameter Q has to be calcu-
lated from these observations.

The question that arises is what precision is re-
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alizable from the observations w. In accordance
with Cramer and Rao [3] w is an amount of Fisher
information about Q, as following:

_ J*(In fy)
(2) m=- N

where:

E - is the mathematical expectation (first mo-
ment),

fN = fw, ®) is the joint probability density func-
tion (pdf) of the observations w.

This pdf contains ® as a parameter. The main
inference that can be done is: the variance var(t)
of any estimator # of ® cannot be smaller then the
reciprocal of the amount of Fisher information, i.e.:

3) var(t) i m-1

The term m-1 is called the Cramer-Rao Lower
Bound (CRLB). These estimates are associated
with the pdf of the observations only, but not con-
nected with a particular estimator.

The CRLB is therefore very useful as standard
with which the precision of a particular estimation
or measurement method can be compared.

It is very important in teaching to find ways of
simplification. If a fundamental theory is simplified
for didactic purposes, the statements should still be
correct and not mislead the student to false ideas.
It is particularly important at any teaching level
(bachelor or master) to clearly indicate the assump-
tions and restrictions made, and the limits of valid-
ity of the simplifications. Teaching general principles
is possible if such principles exist and are well-
grounded in certain logical frameworks.

It is useful to discuss the information and pro-
cessing procedures of a mP-based measurement
system in terms of its architecture. A functional
block diagram is shown in Fig. 3.

Another problems that are of high interest for
the students are the robust approaches for mea-
surement. In this respect, D - S ADC have recently
become popular because they avoid many of the
difficulties inherent to the conventional methods for
A/D and D/A conversion.

Oversampling converters on one hand can use
simple and relatively high-tolerance analog com-
ponents, but on the other hand they require fast
and complex digital signal processing stages. They
modulate the analog input into a simple digital code,
usually single-bit words, at a frequency much higher
than the Nyquist rate.
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Fig. 3. Architecture of a mP-based measure-
ment system

The aim, during lectures is to show how to re-
duce the noise in the signal band in High-Order
Delta-Sigma Modulation.

This noise falls 3(2L+1)dB for every doubling
of the sampling rate, providing (L+0,5) extra bits,
where L are the loops.

The lectures of DMS are designed for maxi-
mum flexibility in teaching. It is evident, the text
that can be comprehended by the majority of stu-
dents ina given specialization promotes student in-
terest and involvement in the success of a subject
inthe auditorium. It is important to differentiate also
between theories and laws. A law is an observed
fact. A theory is an explanation of how or why a
phenomenon occurs. The old idea that a law is a
theory proved to be correct is false and has to be
abandoned.

3. THE LEARNING STRATEGY FOR THE
STUDENTS’ LABORATORY WORK

The laboratory exercises are a learning-through-
doing program of activities. This statement is based
on the philosophy that scientific knowledge is ac-
quired through individual activity and experimenta-
tion. The tasks and the procedures are simple, so
little interpretation is necessary. However, all ac-
tivities are carried out under instructor supervision.

The mainaim ofsuch assignments (30h) is to model
some measurement principles. Models are extremely
valuable tools for scientists and engineers. They can
be used to test hypotheses. They can predict effects
and suggest precautions. In this respect, it is impor-
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tant to see the limitations of models. No model is ex-
actly like that which it represents.

The students, during the same lab, are supposed
to create high level and assembler language subrou-
tines for control of various measurement procedures.

The hardware used in the already mentioned labo-
ratory exercises are modules, produced by FEED-
BACK company and IBM-compatible computers.
This hardware and software created by the students
makes possible modeling of different principles of
Analog to Digital Conversion, measurement of vari-
ous electrical and non-electrical quantities, calibration,
investigation of the noise interference on the chan-
nels etc.

The efficient and effective study requires that stu-
dents must be able to organize scientific data into a
logical structure. In order to do this successfully, stu-
dents must first be shown the organizational method
used in the text and then be led to apply this method
on their own.

A part of the labs is based on the software envi-
ronment Classical Control (CC). Such an environment
was developed at the California Institute of Technol-
ogy foruse insystems and control courses. The basic
building blocks are Single-Input Single-Output trans-
fer functions, either Laplace-transforms for analog
systems or z-transforms for digital systems.

These blocks are used for investigation and for
designing of analog channels of the Distributed Mea-
surement Systems. The commands can be used to
compute inverse transforms, convert between Laplace
and z-domains, compute poles and zeros, and create
any of the popular classical control graphs.

The environment CC can also be used for state
space operations (with basic building blocks in a
kind of state space quadruples). They can have
multiple inputs and multiple outputs. The students
can convert between analog and digital systems
and to compute solutions to optimal control prob-
lems - the so-called optimization procedures.

The exercises of DMS are designed to focus
on science content while reinforcing reading and
math skills. Study skills and problem solving skills
are the major areas of concentration.

4. CONCLUSION

This course is very useful for the students and
increases their knowledge for practical applications
of microprocessors and computers in measurement
systems, distributed in a common environment.
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